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Districts at reservoir projects through recreation-use surveys in the
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This report describes and documents the development and application of a
series of regional travel cost models. These models estimate visitation and
economic benefits associated with selected management actions carried out at
U.S. Army Corps of Engineers (USACE) reservoirs. Objectives are met by
assembling a database of recreational visitation, estimating a series of travel
cost models, and applying the models to selected management actions.

Regional recreation demand models (RRDM’s) are used to estimate the
contribution of recreation resources at selected USACE projects to the national
economic development benefits associated with different ways of managing
water supplies. RRDM’s permit managers to transfer estimated visits and
benefits to unstudied projects and regions for evaluating the consequences of
proposed management actions.

Benefits per recreation visit derived from the estimated travel cost models
are used to measure visitor willingness to pay for recreation supplied by
USACE. Usmg regressnon analysis, visitation rates are found to vary with

ulation from coun nes-or—orlgm sne racumes substi-
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ava11ab111 f ubstxtute recreatlon. and extent of onsite fa 1lmeq For the
projects studled here, average benefits per day-use visit in 1994 dollars varied
from a high of $6.68 at Lake Isabella in the U.S. Army Engineer District,
Sacramento, to a low of $1.87 at both Beaver Lake in the U.S. Army Engi-
neer District, Little Rock, and Lake Mendocino in the Sacramento District.
Average benefits per overnight visit ranged from a high of $30.35 at Lake
Barkley in the U.S. Army Engineer District, Nashville, to a low of $7.38 at
Lake Kaweah in the Sacramento District.

Economic benefits from holding an additional acre foot of water in storage
for 1 month are aiso estimated These incrementai values of water vary
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high of $52.79 at Lake Miliwood in the Litti
i ashville Disiri

Care, judgment, and wise use of local information should be exercised
when attempting to transfer models estimated in one region to reservoir man-
agement plans in other regions. Using data on facilities, demographics, sub-
stitutes, and travel costs in one region to predict visitation patterns in other
regions produces mixed results. Transferring predictions of visitation to a
different region from which a model is estimated produces adequate results
when conditions at the study and target areas are similar. Transferred visit
predictions are poor when conditions are widely dissimilar. However, trans-
fers of average benefits per visit and transfers of incremental values of added
facilities are considerably more robust.



Chapter 1

The planning and operation of U.S. Army Corps of Engineers (USACE)
natural resources continues to increase in complexity because of the need to
accommodate multiple purposes, many of which compete among each other
over time or location. Total economic benefits summed over project purposes
is referred to as national economic development (NED) benefits. Total NED
benefits as a measure of economic performance guide the formulation, imple-
mentation, and evaluation of USACE management plans. These NED benefits
depend on storage and release patterns of water and other project improve-
ments implemented at various times and locations.

Economic modeis are widely used to estimate NED benefits. Severai

1 1 TYOL A T

economic and engineering models have been developed by USACE in recent

ermmemm tos mom mbd e dh b md - md - = L _____1_ 4 —d oo — m e ta S % __
years in an attempt to structure a framework that would permit increasing
ANIET hacafitn smanmnléiomn Counear cvntrrmnl cmnnmiiens cvrnmacnemcnemd andiomecas A ~mnd
INLIZLJ UCLICLIL 1OUILLLE 11U 1dtulal 1CUUILC 11K lagcmcm aClIVID. A BUUU
avamnla ic tha natuwnrl flaur linaar neragramming mndal Aavalanad he tha
CAALLIIPIV 1D WiV 1IVLWUILN 11U W lilivai PlUsl AL11111 IHIUUCL UL VLl PCU Uy Lie
Hvudralaoical Fnainesaring Centar at Navie Malifarnia The mndal attamnte tn
4k \uulvsnval Mllélll\'\illl.l Nrwiilwl Al A7AVY 10 walliviiilia 4 11w 111UV ﬂl.b\vlllyls) w
idcnﬁfv nroiect water manacement actinne that mavimize NED henefite The
y project water management actions that maximize NED benefits. The
linear program relies on a model of the hydrology of a river basin and on
economic penalty functions that relate total NED benefits to storage and

be varied to achieve an economic optimum: water flows in space and water
flows in time (U.S. Army Engineer Hydrologic Engineering Center 1984).
To date, this economic optimization model has been applied to the Missouri
and Columbia river basins.

Role of Economic Values in Water Allocation
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project reservoirs and depend on several factors, including the design size of
the project, quantity of water available at that project, time of year, comple-
mentary project facilities, demographic factors in the market area (such as the
number and characteristics of the people), and substitute recreational
opportunities.

ack of market-ciearing prices charge
e e e e mand A a2 __ _ 1 P - < ls &
1

the measurement of recreational eco
* 1

bl

a.
o
©
e s‘
w
=

. O
1t
(7]

s om
C!
w
>

= C)
o]

&

=
[¢}]
[}
-t
Q
1Y
=
[}
=
®
<
ad
=

.
:
]

D =
8
[¢]

P

ol

:

ol

ol

:

3

-5
-
-
:
a
Pt ﬂb
7]
<
[72]
-+
(4]
o
=
Q

RO
¢ C
[
(4]
2 -
= 8
QB
3 8
”
-
3
3
tr
S
o

=2
=
(]
—
o
wn
D)
-]

=

;
=)
7 B

{
n
»
«
(
!
»
"
(

Increased demands for limited USACE recreation resources often conflict
with changes in operation of USACE projects. To more adequately consider
recreation in planning and operations decisions along with navigation and
other project purposes, there has been an increased need to improve predic-
tions of changes in recreation demand and use that result from changes in the
quantity or quality of recreation resources in a region. One approach to pre-
dicting recreation demand is through development of recreation demand mod-
els. A regional recreation demand model predicts recreation visitation and
benefits under a wide range of management actions, project faciiities, popuia-

— L - e amd asAmARsTA AR

tion characieristics, and economic conditions that occur at sites throughout a

region
In Fiscal Year 1989, USACE Headquarters initiated the regional recreation
demand model work unit under the National Resources Research Program
(NRRP). The objective of the work unit was to develop models to predict
ecreation benefits for USACE Districts to use in support of planning and

IS

Changes in operational plans that alter water levels

One important class of USACE management actions is the changing of
reservoir levels. Lake levels at a project can fluctuate because of regional
water demands for water supply, navigation, flood storage, hydroelectric, or
irrigation. Lake levels also can fluctuate because of changes in operating
rules for dams brought about changes in licenses from agencies such as the

levels. Lake levels that fluctuate for any of these reasons affect recreation
ercmibndcmen mans] manmniatesd lhamalieon o0 slon cwsmmessas samme e TIO A MY .-
VISILALIUIL dIld dad>SOC1dICU DCIICLILS tO LIIC ICSOUICC UNCI. ol UoALL 10



Chapter 1

continue operating projects to maximize NED benefits, a model is required
that accurately predicts the economic consequences of lake level fluctuations.

Changes in supply of recreation opportunities

The USACE can impiement numerous management actions other than

varying reservoir levels that affect the supply of recreation opportunities.
Adding or renovating parking facilities, implementing day-use fees, and add-
ing picnic or camping facilities are a few examples. Therefore, a model that
accurately predicts the consequences of these management actions on visitation
and economic benefits at a wide range of projects is a valuable management

Changes in regional demographics

Factors beyond the direct control of project managers affect the demand for

recreational use of USACE reservoirs. Several demographic factors that
characterize the population in a project’s market area should influence recre-
ational visitation. Examples include the distribution of age, ethnicity, income,
and various other factors that influence recreational preferences. While
USACE cannot influence the evolution of demographic factors directly, proj-
ect managers can modify facilities to accompany these changes. Economicalily
efficient management decisions wouid accompany those changes in such a way
a

as to produce the highest possibi
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a. Assemble a database for a regional recreation demand model.

b. Estimate regional recreation demand models that predict recreation
visitation and benefits for reservoirs at selected USACE districts.

c. Apply the models to estimate their impacts on resulting recreation
visitation and benefits resulting from selected management actions.
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2 Previous Work

A Role for Regional Recreation Demand Models in
National Water Resource Planning

USACE projects operate under a wide range of hydrologic, demographic,
and economic conditions. Because conditions rarely repeat themselves, infor-
mation on recreation benefits that is used for management decision making
must be correct under a wide variety of conditions to have maximum reliabil-
ity. For example, suppose that the average visitor day of recreation at all
USACE projects produces X dollars in NED benefits. Information on the
numerical value of X is of some use to a planner. However, the value of X
should be adjustable according to recreational preferences of the regional
population, scarcity of substitutes, project operating conditions, and population
density. Similarly, an additional acre foot of water held behind a USACE
reservoir for 1 month may produce $1 in recreation benefits when the reser-
voir has few facilities, draws visitors from a limited market area, and has
several recreational substitutes. However, an acre foot of water held at a
reservoir with more facilities, a larger market area, and fewer substitutes may
produce $25 in recreation economic benefits. For these reasons, information
on recreation benefits should be adaptable to the wide range of conditions
under which USACE projects operate.

For the above reasons, the USACE requires a model to estimate a regional
recreation demand. For this study, a regional recreation demand model
(RRDM) is a model that estimates NED recreation economic benefits pro-
duced at USACE projects that are accurate under a wide range of conditions,
including management actions, project facilities, population demographics, and
economic trends. Accomplishing this objective was the primary aim guiding
the formulation and estimation of an RRDM.

Structure and Utility of Regional Recreation

Demand Models

A few RRDM’s have been developed by Government agencies, academic,
and private interests. These models typically identify the determinants of

Chapter 2 Previous Work



recreation use and use these determinants to develop predictive models for
recreation use and benefits. Determinants of use may be related to resources,
such as size of the water body or fishing success; demographics, such as the
age and gender of the recreation market area or population size; and eco-
nomics, such as distance, access, cost, income, and price of substitutes.

In 1983, the U.S. Water Resources Council (WRC) recommended develop-
ing regional recreation models to expedite evaluation of water resources proj-
anto Tha WD Aeitaria far mmadal davalanmant nravida tha mnirnnaca and
cLbLd i1l YYINU QLlilClia 1vul 11N <l UCVCIUPUJCIIL PIUV UL Ui PUIPUDC alig
scope of regional demand models.

Specifically, regional recreation models should yield an empirical estimate
of demand applied to the particular project or site based on: (a) socioeco-

nomic characteristics of market area populations; (b) quahtatlv characteristics
and uniqueness of the recreation opportunmes, and (c) costs and characteris-
tics of substitute opportunities. Models should allow managers to generate
recreation-use projections that vary with underlying determinants of demand
and evaluate gains and losses in the study area.

Management of public reservoirs often requires that managers make eco-
nomic tradeoffs between marketed commodities, such as hydropower, and
nonmarketed commodities, such as recreation. Estimates of economic benefits
based on observed behavior can provide information necessary for these trade-

off decisions. The travel cost IIlOOCl (ILM) provmes 1nrormanon on the eco-

The U.S. Water Resources Council (1983) requires that attention be given
to maximizing net economic benefits in formulating water policies. The TCM
rovides a way to bring public recreation services, usually a nonmarketed

Information provided by the TCM can support several kinds of water
resources planning decisions. A TCM can be used to determine the net eco-
nomic value of an existing recreation site; provide estimates of the economic
value of creating a new site or modifying an existing site; make more efficient
allocation decisions among programs; explain visitors’ travel behavior; and
forecast changes in the use of a recreation site resulting from charging fees (or
changing fees). Additional uses of regional travel models are described later
in this chapter. A review of literature on travel cost models built since the
1960’s shows three kinds of travel cost models: singie-site models, muitipie
site-specific models, and regional models.

Early travel cost models were typically specified only for single-destination
visits to a single site. Such a model is useful only for a limited number of
resource management issues, such as the current per-day or per-trip value of

Chapter 2 Previous Work
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recreation under existing water and facility levels. The demand function can
only reflect distance to the site and demographics of the visitors. Because all
visitors to any given site experience the same reservoir level and amount of

tacxlltles a separate varlable cannot be estimated for these site cnaractensncs

Lt 3L ffao Al otal el o3 Mtaf £ i el
NOW TecCreation us€ anda oenclits Crangc wiln ui€ addition 01 new 1eCrcalion

Eanilicinan ~e her svvnitmbniming o hichar Ar lanrae tham histariaal avvarasa sracarrAie
1aCiiities O Oy miadlntdiiing a nigncr Of 1OWeT ulall 1iSiOriCal average resCrvoir
swatar laval a n;nn|n;c;fn mndal mav ha Af littla nica 'hic ic haranca a c;nn]n=
watvi ‘VVVI, a ull‘s‘v Dit 11IVMIWE L1IG UN ULl 11LLIv WOV, 4 1110 10 VvwARuow O Dlllsl\r
cite madal anlv raveale averaoe hehaviar nndar the enrrent averaoa conditione
Sit GCL C réveais average oenavior uncer 1Ne current average Cconcuions

Predictions of the single-site model are based on travel costs from each
zone of visitor origin in the market area to the site destination. Because a
site-specific travel cost model predicts visitation based on variables unique to
that site, it has limited capability to accurately transfer visits and benefit pre-
dictions to other sites. The only way to transfer predictions from one site-
specific travel cost model to a different site is to find a travel cost model
estimated for a similar site.

Transferring an existing single-site model to an unstudied target site
requires the use of the “most simiiar site” method. Application of this
method requires access to a known estimated price eiasticity appiied to a per-

caplta use model as a function of [['aVCl cosis. Price exasucuy 1s the pCI'CCIlI-

mem maAdisadioasm S osio coefab o 1 mmioe Soao o S aoo PR T LR
dgc 1cu L1011 111 UdC Ul 4 1-pericin ll\-lcdbc lll lldV LUbl Uduc o0 dnlaliue
Fomen tha Aactinntinn ocita MThirte 1f ;neina alastiniter 1raea benserm ¢4 hha 2 N A
1o uiC GOstinguidn sie.  11us, i1 price Ciasiicity waI Kiiowii 0 o€ -5.vu, a
1_narrant inrranca 1n traval rnct ~Anld ha acor Arrra vicite hy 2 nor_
i PUI\’\'III. 11lwl wQOW 111 LUAVYLVI VWUWOL VUULIU UL Aaooullivu LUV 1vuUWLY VIoIW UJ - H‘tl
cent dditional detaile an nrice elacticitv and ather economic coancente are
cent. AQQIional gelans on price €:asticily ang oiner economic Concepts are
presented in Chapter 4 of this report

WRC'’s Principles and Guidelines (U.S. WRC 1983, p 73) discuss applica-
tion of travel cost models to a target site for which there are no existing
estimates of price elasticity. For a single-site model, one presumes that the
facilities and other characteristics in comparing one site to the next are what
make the price elasticities unique. The analyst must decide which existing site
is most similar to the target study site. Mechanically, the analyst selects the
most similar site, uses the estimated elasticity, and applies it to the target site.
Per-capita use estimates are then computed for the target site from each zone
of origin in the market area. Results of per-capita visitor use estimated in this
manner are muitiplied by popuiation in each zone. The resuit produces an
estimate of totai visits. Recreation benefit is estimated by computing the
increase in per-mp travei cosis from any zone of orlgm needed to reduce that

S S DA PO SRUVUPUPA SN PURPY-DNU. SO SN, PUSUUIPIUPY SIS IR .S PR P
Z()nc S Vlbllb t0 Z€ro AH I purw.m LUV 111 l 1IPICIHICIILLIL I1C SIILIAI-SILC
emmdlind I dlin acclelondieritnr temlenmncat fom nttacmcmbinnn b4 smantnbh AnaAditineos At thha
HICUHIVU 1D UIC dUU CbllVll_y HUICITIIL 111 allClilpiiilg LU lliaivil Lvulidiuul L LU
towmcat aita tn thaca at tha mact cimilar gita
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Multiple-site models

A site-specific multiple-site model is an improvement to the single-site
specific model described above. The site-specific multiple-site model attempts
to predict demand at each of several sites in a region. Predicted demand is
based on travel distances from several zones of origin in the market area to

each site. This model is considerably more ambitious than the single-site
model because it accounts for prices to substitute sites as a demand predictor,
not just the price to the given site. Burt and Brewer (1971) conducted the
classic study of this type, and similar models have been estimated more
recently. One example is the model estimated for water-based recreation in a
three-county region in New Mexico (Ward 1989). Despite their desirability,

still must make a subjective decision on which of those sites in the region has
characteristics and travel distances that most closely approximate the target
site. The strength of the multiple site-specific model is that it predicts demand
for all sites in the region for which the study was done. Unfortunately, the
model is not directly applicable to other unstudied sites of interest to manag-
ers. Moreover, even in the site-specific multiple-site model, looking for the
similar site from which to transfer predictions to a target site introduces
unavoidable arbitrariness. For this reason, USACE planners required some-
thing more versatile for the present study than the various site-specific

models.
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v v ns with varying demograph
that have different amounts of recreation facilities and different surface acres,
one can observe how visitors change their use rates in the face of more or less
facilities, more or less water, or changes in demographic patterns. Thus, a
more complete demand equation can be estimated that contains coefficients for
reservoir surface acres and the quantity of recreation facilities and visitor
levels. For example, the demand equation might be

TRIPS, /POP, = B, + B, (DIST,) + B, (INC) + B, (SURAC)
) ) ' ey

+ B,(TABLES) + B, (SUB)

.
where
TDRDIDG — #teicnge frnm ol 1 — 1 y —
TRIPS = trips from visitor origin i (1=1,..n) to site j (j=1 to m)
DIST; = round trip distance form visitor origin  to site J
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INC, = income of visitors living in origin i
SURAC; = the average recreation season surface acres at site j
TABLES; = the number of picnic tables at site j

SUB; = the extent of substitutes facing origin i visitors

The parameters B, through B; are constants interpreted as the incremental
effect on TRIPS resulting from an increase of one in its variable,

With this model that combines facility, demographic, and substitute factors,
the analyst can predict how visits to any one of the sites would change with
the addition of the right-hand side variable. For example, B, is the additional
trips per capita with the addition of one picnic table. The same interpretation
holds for changes in water management actions that result in a change in sur-
face acres or outside forces that affect future changes in demographic factors
or substitutes.

Regional models estimate recreation benefits under existing conditions, and
they can predict how use and benefits change with changes in management-
controlled site variables. These models can be used to simulate effects on
recreation use and benefits resulting from management actions at USACE
projects.

A major advantage of RRDM is that it can provide an estimate of recre-
ation use and benefits at a target site even though the targei siie does not
match perfectly any of the existing sites used to estimate the model. This is
possible because the regional demand equation allows analysts to estimate
recreation use and benefits for numerous combinations of facilities at the
target site not directly observed at the existing sites used to fit the model.

As long as the facilities at the target site lie within the range of observed
facilities at the existing sites in Equation 1, managers can estimate the effects
of changes in surface acres and picnic tables because there are coefficients
reflecting the effects of these variables. Thus in principle, an unstudied
USACE site can be described by a combination of its location (DIST)), its
surface acres (SURAC)), and its facilities (here illustrated by TABLES)).
Similarly, a new market area can be described by its population (POP;) and
substitutes (SUB)).

In summary, an RRDM reduces the subjectivity in applying site-specific

models to unstudied sites, unstudied market areas, or unstudied management
actions at studied sites.

Chapter 2 Previous Work



Comparisons of Site-Specific and Regional Models

Applications of RRDM to USACE projects provide a resource to identify
the project attributes and user characteristics that determine recreation use at
projects and project substitutes. An RRDM also predicts changes in recre-
ational use. Finally, an RRDM translates the changes in recreation use to
changes in benefits for management actions of interest.

First, an RRDM is generalizable to a wide range of management actions,
site locations, visitor populations, and substitute opportunities. By contrast,
site-specific models have little generalizability beyond conditions observed at
that site.

Next, an RRDM generalizes patterns of observed behavior to a wider
range of potential future onsite conditions than is possible with site-specific
models. Included are natural conditions such as brought about by drought not
previously observed at a given site. Also included are USACE management
actions such as modifying reservoir levels, improving fish habitat, or improv-
ing various project facilities. ’

Third, the RRDM can be used to estimate effects of management actions
made by managers not in the USACE. Examples include stocking fish by a
state conservation agency or a state parks department adding picnic tables or
camping areas at a USACE project. :

Additionally, an RRDM has a greater potential for accurately transferring
predicted visits or benefits to unstudied sites in the study region or at unstud-
ied regions. The potential for accurate transfer of the RRDM is especially
improved if measured value of facilities at the unstudied target sites and demo-
graphic characteristics at the unstudied market areas are numerically bracketed
by those already studied.

Fifth, an RRDM is preferable to a site-specific model because it bypasses
the subjectivity inherent in selecting a similar project at which to apply the
model. This reduction in subjectivity reduces a potentially important source
of investigator bias.

Finally, use and benefit predictions at target sites or outside operating
conditions at existing study sites are more likely to be accurate than site-
specific models. This greater accuracy is expected because an RRDM is
based on observed behavioral responses to a wide variety of operating condi-
tions at numerous sites throughout the region.

Chapter 2 Previous Work
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An RRDM aims to predict demand and benefits of potential management
actions at one or more existing study sites or at unstudied target sites. Over-
coming the limits imposed by site-specific models requires that a regional
mode! should meet several criteria, four of which are described in WRC’s
Principles and Guidelines (U.S. WRC 1983, p 67):

b. The RRDM should be based on measurable factors that characterize the
uniqueness of recreation opportunities at the site.

¢. The model should rely on measurable costs and characteristics of sub-
stitute opportunities in the region facing area populations.

d. Demand and benefit projections over time and over the range of poten-
tial management actions should be based on projected changes in
underiying determinants of demand.

If an RRDM meets the above four criteria, it allows managers to evaluate a
possible management actions quantitatively, based on the wide

Early USACE work on regional models performed by Brown and Hansen
4) demonstrated how regional models could be developed and used to

ict visitation. Using day-use visitation data from U.S. Army Engineer

i 1to, and U.S. Army Engineer Division, Southwestern, proj-
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A person’s decision to visit one project rather than another is based on a
number of factors, many of which are unique to the person. Modeling all
these factors algebraically in a way that would be valid for all individuals is
impractical. However, some simplifications can be made. The need to
account for availability of substitutes when predicting visitation is usually



simplified by specifying some simple variables used to determine whether a
visitor from a given origin will go to one project over another. In the day-use
model, this was accomplished by an index representing the attractiveness of
the available substitutes to the project. The substitute index is based on a
project’s attractiveness, using the size of the reservoir pool. The substitute
index in the model was determined by summing the ratios of a substitute’s
pool size to distance from the origin of interest.

A travel cost model was developed to allocate recreation use to 83 reser-
voir, lake, and river areas in California (Wade et al. 1989a). The four activi-
ties of boating, fishing, picnicking, and swimming are considered in the
model. The model was a gravity travel cost model, with recreation trips from
an origin allocated to one project over another based on criteria related to the
attractiveness of a project, capacity of the project, and distance from the proj-
ect to the origin. The number of trips for different activities were estimate

t
from a household survey of visitor preferences. A significant limitation of
this study is the lack of recreation use surveys at recreation areas and data on
observed origin-destination travel patterns.

USAE District, Rock Island, developed a model that estimates the benefits
associated with the 3 reservoirs and 27 Mississippi River recreation sites
(O’Keefe 1985). The model is included here to illustrate the type of modeling
work that can be accomplished using data collected in recreation-use surveys.
A limitation of this study is that the demand model does not consider substi-
tutes and is not correctly specified for a regional model, because it is not

AAAAAAAAA TYICQ A 2™ RS

transferrabie to regions with different substitutes for USACE projecis.

velo M for ation benefits f
or river site. Income, employed labor force, and population over 18 years of
age for each zone were drawn from a database of residential zip code demo-
raphy for 1985, and incorporated in the TCM.

aQ

The Brown and Hansen (1974) model is the most useable existing RRDM.
The Brown Hansen model was developed using observed origin-destination
data, while the Wade model used activity preferences from a household survey
to determine demand for recreation. Substitutes utilizing measures of attrac-
tiveness related to quality and capacity of the projects were incorporated in
both models.
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addressing specific objectives for the Rock Island District, the models were
not designed to be of sufficient scope to address the broad range of national
planning and operations issues, project characteristics, and geographic settings
that confront potential USACE management actions.

The final RRDM identified is the one described by Cole et al. (1990) and
Cole and Ward (1994) in which a regional travel cost model is fit for
132 fishing waters in New Mexico. Demands and benefits from numerous
fishing management actions are estimated. The data used to fit the model are
origin destination telephone survey data of anglers at 132 fishing sites com-
prising about 90 percent of New Mexico’s fishing.

As seen in the above discussion, RRDM’s are not a new idea. However,
this study aims to extend approaches used in previous models. It also aims to
evaluate the extent to which models developed for a specific region can be
generalized to other regions. Finally, it hopes to determine if models devel-
oped for a particular set of planning or operation questions can be generalized
to other planning or operation questions not yet studied.

Chapter 2 Previous Work



An important goal used to organize the data collection effort was that trans-
fers of estimated demand and benefits should be valid under a wide range of
future management actions. Several steps were taken to accomplish that end.

An early step was to specify the model’s scope (dimensions) to produce
sufficient resolution to cover the maximum range of potential management

R N Ware)

actions of interest to the USACE consistent with available data. Identifying
1’

11 1

>
g
)
)

e model’s dimensions allows the model to correctly measure demand and
benefits resulting from a wide range of future management actions. For this
study, the dimensions were time period, project location, and county of visitor

travel costs from zone to site, site facilities, and substltute oonortumtles
Several variables were selected within each of those four classes. More vari-
ables than necessary within each class are selected because not all theoretically
correct variables in each class typically enter a regression model due to collin-
earity or other statistical problems.

Attempts were made to select USACE projects that produced data with
wide ranges in the variables, as the data used to fit the demand model should
have a wide enough range in each variable to bracket applications of that
varlame to ruture management questlons ror example reservoxr levels m

s PPN ma nmen S o nboe lac.~l.,

DCI VUL dllCU 111 d1ZC 110111 ldlgc 1O dilk V‘leC[ i1c C‘lb atl CdLﬂ X'CbCI'VOlI'
vary from high to low. The USACE wishes to estimate the consequences on
visitation and benefits of varying water levels from full to empty at USACE
projects around the country. For this reason, sampled water levels should
varv widelv at each nroiect. and it should varv across a wide ranee of proiect

ary widel y at each project, and it should vary across a wide range of project
sizes. A dataset with little water variation at each project would tell little
about the effects of management plans that vary water at the project level

Conversely, a dataset collected at mostly average -sized projects offers little
useful information about the impact on recreation behavior of actions imple-
mented at large or small projects.

13
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The model was specified with algebraic functional forms to avoid produc-
ing absurd results from extreme management actions implemented outside the
range of past observed data. On the surface, it is expected that linear models
should cause littie trouble. However, linear models can predict negative visits
for extreme values of the expianatory variabies. For this and other reasons

PRSP, P | PR = £ aLl o . 1

described S‘uoacqucnuy, 108-108 models are used for this stuay.

Attempts were made to formulate models consistent with economic theory
Algebraic forms for models were specified that account for choices and con-
straints that face resource users. Models should correctly account for substitu-
tion relationships, site characteristics, and visitor demographics. Models

based on poor economic theory cause computed benefits to mean little, espe-
cially outside the range of observed data.

Practically, functional forms for economic benefit models should account
for diminishing incremental visitation and benefits from improvements. That
is, management actions that improve facilities should not increase benefits or
visits at an increasing rate. Models should also account for effects of substi-
tute opportunities and limited incomes that constrain visitation in the region.

Models that are consistent with visitors’ budget constraints are likely to
produce the most coherent resuits over the widest range of management
actions modifying resource qualities or quantities. That is, economic benefit

e .

models should be consistent with the microeconomic theory of consumer
choice. Unfortunately, data needed to estimate such theoretically correct
models (complete demand systems) are typically expensive and were not avail-
able for the present study. Considerable future work remains to be done on
developing performance standards for complete demand/benefit systems

It is desirable to pool data where possible, as benefit models estimated by

pooling data over all available dimensions and sample units will hav, greater
potential to transfer to the widest range of future management actions. For
example, an RRDM is expected to transfer to a wider range of national condi-
tions if estimated from a three-region dataset than from a single region. The
present study assembled visitation datasets for the U.S. Army Engineer Dis-
tricts, Sacramento, Little Rock, and Nashville. Lacking further knowledge for
USACE projects outside those three districts, estimated models are expected to
have the greatest transferability to other projects nationally if models are fit by
pooling all districts’ datasets.

Resources Needed to Assembie Database

Assembly of this database required considerable organizational effort and a
clear sense of where we wanted the model to go. Approximately two full-
time person years were spent over a 1-year period in assembling it. In the
completed dataset, each record consisted of an observation on one county for
1 year for one USACE project.



For each county, data were required for all the important demographic
variables that could influence visitation at a project. These variables included
total population and various demographic indicators. Also, included was an
indicator of total substitute surface acres from each county to all locations
within 250 miles of that county. With more than 800 counties in the three-
district database, constructing the substitute surface area variable alone
required 4 months of full-time work. The formula for the substitute index is
defined mathematically later in this chapter.

For each project, data were required on all the permanent facilities that
were expected to significantly affect visitation. Fortunately, access to the
USACE Natural Resources Management System (NRMS) data retrieval system
made these variables easy to find. However, data was also needed on water
levels, water quality, and fish populations from previous fish stocking.
Obtaining these data required numerous calls to the USACE district offices
and state game and fish departments. Total time spent was about 3 months.

Travel costs were computed from each origin to each project using the
software PC-Miler®. Several hundred thousand combinations were processed.
Organizing all the data into a single useable dataset required considerable
programming in LOTUS 1-2-3° and SAS”®, as illustrated in Figure 1.

USACE District Selection and Criteria

Districts were chosen according to several criteria. First, each district
needed to have good origin destination (OD) data. Additionally, we selected
two districts that were close enough in recreational opportunities and visitor
preferences to permit a plausible benefit transfer. Similarly, the third should
be quite different from the other two to test the limits of the model’s power to
transfer predicted visits and benefits. Three total districts were chosen be-
cause resource economists at three land grant universities (New Mexico,
California, and Kentucky) made up the modeling team. The USACE districts
selected that best met the criteria described were Sacramento, Nashville, and
Little Rock.

Dependent Variable

The dependent variable defined for all models is an estimate of total market
area visitation, for both day use and camping, from county i to site j during
year k. USACE visitor surveys provided visitor samples. However, sampled
visits cannot be used directly as dependent variables because projects were
surveyed at significantly different sampling rates. Failure to account for
different sampling rates would result in higher visit predictions at some proj-
ects merely because they were surveyed at higher rates.

Chapter 3 Database Assembly
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Sampling rate differences across projects were corrected by using variable
sampling expansion factors. Sample expansion factors are defined as the ratio
of total estimated visits at a project to visits sampled by the USACE survey.
By multiplying the sampled visits from a county by the appropriate sample
expansion factor, an estimate of total visitation from the county is obtained.

The next section details the steps to estimate total visits. Management of
the visitor survey data and calculation of the sample expansion factor are
described. These steps permit the dependent variable to be computed.

Project visitor counts

It was known for some time in advance of the model estimation that the
dependent variable would be related in some way to total project-level visit
counts. A project visit was selected as the dependent variable for modeling
purposes and is defined as the entry of one person into any recreation area on
a USACE project to engage in one or more recreation activities. A visit is
simply a head count of a visitor. A trip to a project by one person to go
fishing for 1 hour and a 2-week camping trip to a project by another person
each count as one visit.

Visits were further divided into camping visits and day-use visits, because
each was expected to reveal significantly different behavior. A required
model input is historic camping and day-use visit records for the period 1983
through 1986. Project visitation data as recorded in the USACE NRMS were
obtained from each USACE district office.

Records of total day-use and camping visits at the project level were not
maintained for the period of interest, 1983 through 1986. Prior to 1987,
visitation records were maintained in recreation days, not visits. Visitation
records after 1987 were maintained in visits. This discrepancy required the

transformation of recreation days to equivalent visits for years prior to 1987.
The transformation takes several steps and is described below.

Begin by recognizing the following relationship between total recreation
days, day-use visits, and camping visits

RECDAYS,,,, = (1.0 % VISITS,,,) + (2.43 % VISITS,,,,) @)

where

RECDAYSora. = annual total project recreation days summed over day-
use and camping visits reported in NRMS data system

VISITS,,.y = annual total project day-use visits to be solved for

VISITS v = annual total project camping visits to be solved for

Chapter 3 Database Assembly
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A day-use visit contributes 1 recreation day toward the recreation day total.
A camper visit contributes an average 2.43 recreation days toward the recre-

ation day total, because the average iength of stay per camper visit is
2.43 days {(Jackson and Rogers 1990).

The objective is to solve for VISITS,,; and VISITS.,,» because project
level totals for each are required for the RRDM, while neither is known
directly.

Define total visits over day users and campers as VISITSgr,, Which is
defined as

VISITS;,, = VISITS,,, + VISITS,,, €))

The USACE records percentage of total visits that consist of camping in
the NRMS data set. This percentage permits calculation of total camping
visits and total day-use visits using the foliowing two formuias

ISELS \p = VISITS (o * (CAMP%/100) and )
VISITS,,,, = VISITS;,, * ((100-CAMP %/100) ®

where

CAMP% = percent of total visits that consist of camper visits recorded in
the NRMS database

A system of three equations can now be specified using Equations 2, 4,
and 5. For each project, the system consists of three unknowns:
VISITS oraL, VISITScanp, and VISITS,,y. Known data available from the
NRMS database for each project are RECDAYSor,. and CAMP%.

The three equations are solved for as follows: First, soive for
VISITS oraL- Substitute Equation 5 into Equation 2 to produce

DDA AUVO - rrarmg 7100 _OVANAT 07\ 11 0NN
RECDAYS o1 = VSIS o1, * ((100-CAMP %)/100) o
\v)

+ [2.43 % (VISITS,,, * (CAMP %/100))}

VISITSoraL to the left-hand side of Equation 6 allows expression of total
visits in terms of known data

Chapter 3 Database Assembly



A @)
+ (2.43 * CAMP %)}

Once total visits are computed, its solution can be substituted into Equations 4
and 5, giving the values of VISITS,yp and VISITS,y as in terms of known
data. Resuits are

VISITS,,,, = [(RECDAYS,,,, * 100)/[(100-CAMP%) .
\~J

+ (2.43 * CAMP %)]] * [CAMP %/100]
VISITS,,, = [(RECDAYS., * 100)/[(100-CAMP%) . o

The values of VISITS.,y» and VISITS,,y are completely expressed in terms
of the known NRMS data by solving Equation 9.

Table 1 lists the calculated values of VISITS.,\e and VISITS,,y for all
sites and all years included in the analysis. Results of the regional recreation
demand models estimated for this report are based on total day-use and
camper visits as computed in Equation 9. However, translations into visitor
hours or recreation day can be calculated from USACE formulas if needed.

Performing the transiation from visit to visitor hour or recreation day
requires information on the length of stay for day users and campers.
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Visitor origin destination data

The dependent variable for all models is an estimate of total annual market
area visitation from county i to site j during year k (VISITS;y); it is estimated
for all counties within a specified market area, discussed in Chapter 4. The
total visitation specification is preferred to a per-capita visitation dependent
variable by being less restrictive (Rosenthal 1987; Knetsch, Brown, and
Hansen 1976). Use of a per-capita dependent variable, i.e., total visits
divided by total population, restricts the exponent on population to be exactly
estriction, use of total visitation as an
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population are higher in less populated counties. An exponent of greater than
1.0 reveals that urban populations, on a per-capita basis, contribute more
visits to the project.

All data on visitation were collected from USACE exit surveys conducted

during 1983-1986. Surveys were conducted during the years 1983 through
1985 in the Sacramento District, 1983-1986 in the Nashville District, and
1985 in the Little Rock District. For the Sacramento and Nashville Districts,
not all projects were surveyed in each year. A list of the individual sites and
the years in which they were surveyed is given in Table 2. Additional details
on the surveys are described in Dames and Moore and Perales (1992)

mdlcate thelr zip code of origin. The thtle Roc s
zip codes of origin for 48,629 day-user surveys and 4,724 camper surveys.
The Nashville District produced 17,562 day-user surveys and 2,094 camper
surveys. In the Sacramento District, 81,306 day-user surveys and

17,040 camper surveys indicated zip codes. Thus, the size of the OD dataset
is extensive by conventional standards of travel cost recreation studies.

A national zip code county directory was used to assign a county and state
to each survey zip code of origin. Any national database that cross references
zip codes and associated counties and states can be used for this purpose.
Numerous similar databases are widely available from commercial vendors at

costs under $500. aurveys were ggregatea to omam me total surveys sam-
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Sample expansion factors unique to each project and year were necessary

UL wal.ll pilyid 4l

to magnify sampled visitation to an estimate of total visitation. This magnifi-
cation was necessary because visitor surveys at each project intercepted a
different proportion of total visits. Failure to account for different sampling
rates across projects or years results in the error of greater predicted visitation
to a project or year simply because it was sampled at a higher percent of total

visitation.

The process of sample expansion begins by estimating actual total day-use
and camper visitation numbers for each site during each year as explained
previousiy in this chapter. Visitation data were obtained from two sources:

e T TTO A /T xr =Ty

me m(nvmua UDACLL GlS[X’lCIS ana tne waterways bxperlmem Station (WhS)

1 Anrn
Based on the presumed correct total use estimates and assuming a random
sample, sampled visitation totals for each county i to site j in year & can be
multiplied by the appropriate expansion factor. The estimate of total visitation



from ongm ito sne j in year lc 1s then corrected for the effect of different

Calculation of sample expansion factors is based on the rati al visita-
tion to sampled visitation, as described previously. The formula used for
computing sample expansion factors is

r o r r
SMPL EXP_ = (VISITS_ /Y. SAMPLED VIS ) (10)
— Jk A K™ &} - ik 7
where

VISITS,;, = estimate of total visitation

SAMPLED_VIS;, = number of visitors sampled over counties i by exit
surveys at project j during year k

The sampie expansion factor is computed for ail p ojects and years. Sepa-
rate sample expansion factors are calculated for the day-use and camping
models.

The sample expansion factor calculated in Equation 10 for each project and
year is used to allocate that total among the various counties of origin i. Its
formula is

TOTAL_VIS;, = SAMPLED_VIS,, * SMPL EXP, (11)
— — ]J —

That is, the percent of total visitation to allocate among counties of origin is
determined by the distribution of origin counties intercepted by the survey.
The absolute totals are determined by total visitation estimation by project and
year. Sample expansion factors in this study range from 20 to over 7,000. In
the Nashville District, sample expansion factors averaged nearly 3,000, i.e.,
the sample was a small part of total visits. In the Little Rock District, a
greater proportion of visitors were intercepted by the survey, which resuited
in sample expansxon factors averagmg arouna 1,000. The highest percentage

is consxderable, at over 70 percent for the Nashv1lle DlStl‘lCt. Because
SMPL_EXP, tends to be large, estimated county visitation totals,
TOTAL_VIS,, range from zero to several thousand.
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A closely related problem arises when attempting to calculate the natural
log of a zero variable, which is required for the log linear functional form
used for this study. Since the log of zero is undefined, an adjustment of these
zeros is necessary, if for no other than mechanical reasons. One possibility is
to redefine zone of origin until all zones show positive sampled visitation
(Rosenthal et al. 1986). Unfortunately, grouping counties into larger zones
reduces the variability of demographic variables and travel costs, which
throws out valuable information needed to separate the influences of the dif-
ferent demand predictors. Many researchers have remedied this problem by
adding a small constant to the zero visitation number. However, the approach
taken in this study involves rethinking the process of extrapolating from the
sample to the population.

We begin by differentiating between the observed sample value of visits
(SAMPLED_VIS;;,) and the expected sample value (E(SAMPLED_VIS;))
over several equivalent samples. The expected value of SAMPLED_VIS;,
over many samples is obtained by observing the actual total number of visitors
from county i to site j during year k& and multiplying by the proportion of
visitors surveyed. In this study, the expected value of SAMPLED_VIS,; is
unknown because county visitation totals are unavailable.

The problem of zero sampled visits can be illustrated by example. Sup-
pose county i sends 270 visitors to site j during a year. Also, assume that
1 out of every 600 visitors to site j are sampled. This produces a sample
expansion factor of 600. The expected surveyed visitors from county i,
SAMPLED_VIS,, is

E(SAMPLED_VIS,)) = 270 * (1/600) = 0.45 12)

A value of 0.45 for SAMPLED_VIS;, is unobservable, because
SAMPLED_VIS;, must be an integer. With the integer requirement, an
observed value of 0 is expected if the expected value is less than 0.5 and a
value of 1 if the expected value is greater than 0.5. Thus, in the above exam-
ple, the value of SAMPLED_VISy;, is 0. However, because the known true
value of TOTAL_VIS;;, is 270, some error has been introduced into the analy-
sis through this sample method. The procedure described below attempts to
reduce such errors.

If the visitation sample is random across several counties, then surveys are
no more likely to encounter visitors from any particular county of equal popu-
lation demographics, travel costs, and substitutes, than by chance alone. In
this case, any observed value of 0 for SAMPLED_VIS;; arises because (0 <
E(SAMPLED_VIS;) < 0.5). It follows that
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E(TOTAL_VIS;)) = E(SAMPLED_VIS,) * SMPL_EXP,  and
(13)

0 < E(TOTAL_VIS;)) < (0.5 * SMPL_EXP,)

The use of Equation 11 above, when the observed SAMPLED_VIS;, = 0,
produces a result of 0 for TOTAL_VISy,. However, from Equation 13 it is
known that E(TOTAL_VIS;) ranges between 0.0 and (0.5 * SMPL EXP,)

An important question is whether TOTAL_VIS,, = 0 is the best estimate
of E(TOTAL_VIS;;). In repeated sampling, estimates of TOTAL_VIS;; are
expected to converge to E(TOTAL_VIS;)). If (E(TOTAL_VIS;) > 0), one
will occasionally observe (SAMPLED_VIS;; = 0) in repeated sampling

However, for any given year, only one sample is available for each county
by year for the present analysis. In the Little Rock District, surveys were
conducted in only 1 year. Even in the other districts, a maximum of 3 years
were surveyed for any particular site. One factor not incorporated by the
formula in Equation 11 is that observed O values of SAMPLED_VIS;, become
more meaningful as the sampling rate increases.

A second example is presented for the sake of comparison. Suppose that
instead of sampling 1 of 600 visitors, 1 of 2,000 is sampled. For this smaller

sampling rate, the E(SAMPLED_VIS,)) is

E(SAMPLED_VIS,;) = 270 * (1/2,000) = 0.135 (14)
Again, one would expect to observe SAMPLED_VIS;, = 0. Assuming a ran-
dom sample in both cases, one can figure the expected bounds for
TOTAL_VIS;,. When 1 of 600 visitors are sampled, the bounds are

B (15)
= (0.5 +600) = 300

When 1 out of 2,000 visitors are sampled, the bounds are
0 < E(TOTAL_VISijk) < (0.5 * SMPL_EXP_ik)

= (0.5 %2,000) = 1,000

Thus, tighter bounds can be placed on the expected range of TOTAL VIS, as
the sampling rate is increased

If TOTAL_VIS;;, is always set to 0 when SAMPLED_VIS;, = 0, then the
assumption is made that E(TOTAL_VIS;,) always falls at the lower limit of its
range. This unrealistic assumption will cause a biased estimate of visitation
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and benefits and will also bias the estimated effects on visits and benefits of
management actions.

o~

Lacking good information on the distribution of visitors when

£ AR AT A o~ it na. L TN [«] [ Sy
SAMPLED Visijk = 0, a go d estimaie of E(TOTAL ‘v"oijk) winiel
(SAMPLED_VIS;, = 0) is the midpoint of its expected range

Thus, the estimated value of visits produced by a county by project and year,
TOTAL_VISy, should, on average, be set equal to 0.25 times the sample
expansion factor when SAMPLED_VIS;, = 0. This conclusion is indepen-
dent of the population of the county or any other demographic substitute or
project facility factors, because the observed zero and sample expansion factor
are the only available information.

This method of analysis assumes that on average E(TOTAL_VIS)
* 0 the

= (0.25 * MPL_EXP;) when SAMPLED_VIS;, = if the exact distribu-
42 L TVI/ITINTATY 1TIrey N L. VAL ANMY TOTY UITO - N e lressseres o AL
tion of £E(1UTAL_VIdy) wnen DAMPLED_VIiSy = U 1S Known, a aitierent
evnrrléianlinndincs mAasmatnsed 1o mamssacsemesdad TT mesrazroe i€ never Ourevacrembean abnbinbs
niitipiication consiant IS reCommenaea. noOWever, I any Symmeiric statisti-
cal distribution within this range occurs, then E(TOTAL_VIS;) converges to
0I5 * CMDPT EFYD ) whan CAMDI ED VIR =N Fven if the dictrihntinn
\Uo‘tJ WAiVAA Ld_ldl‘l _]k} VY LiWAL WJIOAYAL l.tldu_ A\ luljk v Ao VWll 11 LIV 1oL AV ULIVES
i< cloge to evmmetric FE(TOTAI VI ) convergec to annrayimatelv

1s close to symmetric, E(1OTAL_VISy) converges to approximately

(0.25 * SMPL._EXP;) and not to 0

Setting TOTAL_VIS;, = (0.25 * SMPL_EXP,) when SAMPLED_VIS
= 0 is more accurate than setting TOTAL_VIS;, = 0 as described in Equa-
tion 11. This method also accounts for differences inferred by different sam-
pling rates, as the value of SMPL_EXP,;, varies with the sampling rate.

Using the original value of TOTAL_VIS; as given in Equation 11 results
in

Y . TOTAL VIS = VISITS (18)
i — ijk ik
winere
vIcrTe — actimmata Af tatal yicitatinn at qita 5§ Anvring vaar b ag ralrnlatad
VIS119j = Gdtiilidait Ul tUldl Viditaiivll at 3iic j Guiil val A ad vaivuiailcu
in Fanatinan
il Lyuaiivii O

However, if TOTAL_VIS;; = (0.25 * SMPL_EXP;) when
SAMPLED_VIS;, = 0 and TOTAL_VIS;, = SAMPLED_VIS;,
* SMPL_EXP, if SAMPLED_VIS;, > 0, it follows that
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Y TOTAL VIS. > VISITS, 19
i — ik Jk

as long as 0 visits are observed from some counties. However, based on the
available data and assuming a random distribution, the best estimate of
TOTAL_VIS;, when sampled visits are positive is still (SAMPLED_VIS, *
SMPL_EXP,). Because the difference noted in Equation 19 tends to be smaii

for most practical applications (only 1 or 2 percent of total visits), the value

=

of TOTAL_VIS;, when sampled visits are positive are left as
(SAMPLED_VIS;; * SMPL_EXP;)

A second method for estimating total visits from each county is to make a
slight correction to maintain the equality in Equation 18. Thus, all values of
TOTAL VIS, when SAMPLED_VIS;;, > 0 would be adjusted downward by
a small fraction. This method considerably complicates calculating the depen-

in market area. Because the adjustment factors are quite small and made no
significant difference in several preliminary estimated models, no adjustments
were made.

For counties with O sampled visitors, the value of TOTAL_VISy;, is always
reset to (0.25 * SMPL_EXP,,), regardless of the choice of market area. A
rather detailed description of the justification in this decision follows.

Suppose the analysis is restricted to a particular market area such that some
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One would then expand the sampled visitation to equal (FRACTION;,
* VISITS,,) rather than unadjusted VISITS;. The appropriate sample expan-
sion factor then becomes

SMPL_EXP, = (FRACTION, x VISITS,) /

21D
\«41y
(Y .MKT AREA_VIS.)
N\ &t § - -— gk’
However, using Equation 20 to substitute for (L; MKT_AREA_VIS;), this
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SMPL_EXP. = (FRACTION, x VISITS. )/
— jk jk jk (2 2)

(FRACTION, * ¥, SAMPLED_VIS, )

The term FRACTION;, in Equation 22 canceis out to obtain

which is the same calculation obtained in Equation 10. Therefore in our
analysis, we could make the strong conclusion that the sample expansion
factor is independent of the size of the market area.

Creation of dependent variable: Merging project visitation and
origin-destination data

An estimate of total visits was calculated for sampled visits in each county,
project, and year. The variable TOTAL_VIS;,, defined in Equation 11 was
used as the dependent variable. The RRDM thus attempts to explain total
visitation from any county to any project and any year by travel cost, various
facility variables, substitutes, and various county demographic variables.

ar earh vaehirla intarviewesd far tha TTICAMR infarmatinn wace gatharad An
AVl vAGwill Vwiliwiv LWL VIVWWLA LVL LIV Uiy, 1111Vii1iAatlvil vwwvao sﬂ.tllbl\‘u Vil
number of persons in the vehicle and home zip code. An IBM PC based
geographic information system software package, TRANSCAD®, was used to
aggregate the total number of day-use and camping visits originating in each

zip code were assigned to the county in which that zip code is located. This
process was repeated for each project, resulting in values of SAMPLED_VIS,,
for both camping and day-use visitors for every county/ project/year combina-
tion included in the dataset.

Treatment of counties bordering projects

Because the exit surveys were intended to characterize visitation at repre-

ot cmn o oa o loia s o iie cceoon Afeas Taaotad S s thhnor A A riiads
pUl S d.IIlplt:u dl 4 glvcu pf JCLl IC OILCI1 100CdLCU 111 11IVICT Lidil OIIC COUIll y
MTha lavcoan cima nend 11mizarinl alhnema AF smanner smeniants smannt that tha cnmnlad

111€ 1arge S1Z¢€ ana umnusudi snape€ Oi madiy projecis medit uldt ul€ sampiea
arrace nninte rnonld ha Aanita a dictancra awavy fram cnmeae rninintiac hardarineg tha
avuvuevod lJlelLa wUuilu ve \.lull-\v a Juloitaliive avva A1V111 OVIIIV VUULILILVYO UUVILAWL LLL [ v i3
nraiect ecidente of those counties mav vigit 2 nroiect at 2 nonsamnled
project. kesiaents Of tose counties may visit a project at a nonsampied
access point located close to home, rather than travel to the more distant
access point.



To mitigate this sampling bias at the bordering counties, all counties that
border the project were lumped together to form one large zone of origin.
Independent variables for this lumped zone were constructed by summing the
population weighted average (where appropriate) of the individual county
values. Therefore, population of the lumped zone equals the sum of the
county populations, and travel distance equals the average of the individual
county travel distances weighted by population. Equivalent measures were
‘pp‘ied to the demographic variabies from the individual counties surrounding

Introduction

Economic theory supported by past experience of recreation managers has

shown that four classes of independent variables affect recreation visitation:
demographic variabies, site variables, travel costs, and substitutes. Demo-
graphic variables characterize zone-of-origin populations. 1nere are several
kinds of site variables, including installed site facilities, fishing quality, water
quality, and water level variability. Travel cost plays an ‘-rrort nt role. The
final factor is recreationa! substitutes. Information on each class of variables
is used in the present modeling effort

Demographic variables

Populations of visitor counties of origin are characterized by several demo-
graphic variables, which generally were obtained from U.S. Census sources.
Because the dependent variable is visitation from county i to site j during year
k, all demographic independent variables are ideally defined specific to county
i during year k. However, census data is typically unavailable at a county
level for every year. Because the onsite surveys were conducted between
1983 and 1986, the 1980 census was the most appropriate source to use for
demographic data. Also, data from the 1990 census were unavailable when
the demographic database was constructed during 1991.

County population was the only demographic variabie availabie from the
U.S. Department of Commerce for every year in the 1983-through-1986
period. The USA Counties database on CD-ROM provides estimates of
county population on a yearly basis. Year-specific data on population seemed
especially important because visitation rates at USACE projects can change
during the period of analysis simply due to population changes. While many
of the gther demographic varia-lcsi such as income and unemployment, likely

many counties. A vearlv varvmg Dopulatlon varlable also accounts for
changes in population when applying the model results to years outside the
study period.

N
~
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Demographic variables for POPULATION and average county per capita
income, INCOME, are used in all models. Other variables may induce multi-
collinearity problems and are chosen according to the statistical contribution to
the model performance. As described below, the average per-capita county
wage rate, WAGE RATE, is included in aii models as part of the caiculation
of travel costs, and it is used to caiculate the monetary costs of travei time.

Additional demographic variables inciude the age structure and ethnic compo-

el AL alao ooion
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ables on recreational visitation have been published. While population size
published. While population size
should have a positive effect on visitation, visitation may not increase propor-
tionally to population. As described earlier in this chapter, including popula-

UpdiaLivil. 1O

tion as an mdependent variable allows analysts to test for dlfferences in
recreational behavior between rural and urban counties. Depending on the
type of reservoir, population could have an elasticity of greater or less than
unity. For example, if rural counties visit USACE projects more often than
urban counties on a per-capita basis, the elasticity of population is less than
1.0.

Similar ambiguity exists for the effect of other demographic variables on
recreational visitation. The effect on visits of a county population’s age struc-
ture can change across reservoirs. Some sites may be popular with families,

and thus a high proportion of chiidren wouid have a positive influence on

visitation. Other sites may be popular with populations using recreational
wralhinlaan Thic aeniten tnmda ¢~ lha 1340
VOIILIOd. 11D gloup Wil tu b VIUCT
In oanaral INNCOME chanld have a nncitive affant An vicitatinn HAawavor
ALx EUIIUAGL, ALNNAVILVALLY DIIVMLIG 1IAaYe A PUDILLV\: alilvewl VUll viditativil LAUWGWVYLL,
INCOME could have a negative effect if the site in question is a low-cost
substitute for higher quality recreation opportunities. Reduced demand in the
form of higher incomes was expected with the Sacramento District reservoirs,

because other recreation possibilities, such as the Sierra Nevadas, various
commercial theme parks, the Pacific Ocean, and several national parks are
popular among high income California households.

Installed site facilities

USACE projects are typically complemented by large investments in
installed site facilities. Each of the site facility variables at USACE projects is

expectecl to have a pOSlthC influence on visitation. Where facilities are exces-
sive comparea to demand, additional quammes wouid have a smaii or no

effect on added visitation. Information on facilities at each reservoir is avail-
alaly Faunene slas TTOA MDD NTDRAC Anénlinos MAatnla €nc Fanileite: mmrremlinms sernmas
dUICT 110111 LUIC UDALL INKNIVID UdlduadC. 10tald 11Ul 1aCllity HULIoCEd WCIC
rallantad far Aav_tigca nisnis tahlag (DICNTICY haat lannech lanage /T ANECQ)
LULICLLICU 1UL U _y-ua\: Pl\.« 1IC LaUILO (T I INILV ), Uval 1aulivil 1alivd \L.M1ivN1Lo ),
tatal narling cnacac (DA T 3} camn citae (CAMPQ)Y cwimming heachec
vial yall\lll oyavvo \l nx\xux‘\l;, \rmlltl SR LSS ) \\rlll'll \J}, O"lllulllllé Uwawiiwy
(BEACHES), full-service marinas (MARINAS), and recreation pool surface
acres of the reservoir (SUR_ACRES). Another variable was privately owned
boat docks on the site (DOCKS), which may allow more lake access to some



The net effect can only be estimated by

examining the visitation data.

how these variables are analyzed statistically is presented in Chapter 4. Next,

by

visitors, but private development along a lakeshore may detract from the

recreation experience for others.

stant proportions to va

site bro-

agencies of California, Missouri, Kentucky, Arkansas, and Tennessee. The

attention is turned to site variables other than installed site facilities.
size fis

ion mar nagers at
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annual fish stocking was available from the conservation (fish and game)
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able in a given period from previous stocking at the reservoir. Information on
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Because stocked fish vary in size, the number of fish stocked

in a given year does not necessarily represent the number of catchable fish.

<

Therefore, breaking down the yearly fish stocking data is required to accu-

quality. Because reliable fish catch data from sources such as creel surveys is

not available for the study projects, several proxy variables were formulated.

Visitation is generally expected to increase with improvements in fishing

Another fishing quality variable is the number of catchable-

The first is the number of game fish species avaiiabie in the reservoir
variable STOCKING was defined as the total number of catchable-size stocked
fish in the reservoir during year k resulting from stocking in the current or

Fishing quality
previous years.

e

rately reflect the number of stocked fish that survive to adult, catchable fish in

)

Tuture years.
and survival.
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done, a biologist with the California Department of Fish and Game. Sub-
catchables and fingerlings are of sufficient catch size the year after stocking.
Cordone states that most fish of catchable size do not carry over into the next
vear. His estimates of surv rvival rates are based on personal experience. More

general trends are available in “Inland Fisheries Management” by Calhoun
(1966), who summarizes several studies on survival rates. Fingerling survival
in California after 1 year is about 20 percent. Some fingerlings may still be
present after 2 years, about 5 percent. Survival rates are slightly higher for
subcatchables, about 25 percent after 1 year and 10 percent after 2 years. The
formula used to estimate the number of catchable fish for Sacramento District
reservoirs in year %, is

STOCKING, = CATCHABLES; + (0.20 * FINGERLINGS, )
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Implementing this formula requires data on fish stocking of previous years.
Therefore, we obtained 1981 through 1985 fish stocking data to approximate
the number of remaining catchable-size stocked fish in each Sacramento Dis-
trict reservoir from 1983 through 1985.

For survival rates for the other two USACE districts, Mike Armstrong of
the Arkansas Fish and Game was contacted. Stocking data include the fish
sizes of catchable, yearling, fingerling, and fry. Little data on survival rates
are available, but Armstrong produced estimates. For yearlings, a 25-percent
survival rate is used for the second year with a 10-percent carryover into the
third year. For nngerlmgs 10 percent are estimated to reach catchabie size in
the second or fry, only 3 percent reach catchabie size in the third

244l alie.21t

rTnliia applied to the Litile Rock and Nashville districts for deter-
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+ (0.10 * YEARLINGS, ) + (0.03 x FRY, ,)

Use of the fishing quality variables described above has limitations. None
of the variables adequately expresses the overall fishing quality at a lake. For
example, fish stocking may be necessary to offset poor fishing in naturally
unproductive lakes, especially those close to population centers. The number
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of fish species also may not reflect fishing quality. Thus, a search was made
for an additional fishing quality variable.

Further investigation of a general fishing quality index was pursued
through discussion with fisheries biologists at New Mexico State University
and University of California, Davis. upon tnelr rccommenaauons we
ted the m rpnOcua hic inde as Y
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each ﬁSACE reservoir is av;ulable from the I‘:JRMS dataset.. Ihfo,rmation n
TDS is available from the individual USACE districts.

Water quality

Water quality is an important factor affecting recreation benefits of
USACE reservoirs. Unfortunately, water quality data proved difficult to
acquire. Initial attempts to collect data through a national water quality data-
base (STORET) proved unsuccessful. Typically, monitoring during the study

years (1983 through 1986) was inconsistent, and reliable data couid not be
obtained for many variables. Because consistent data were not ontamabie on
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have no access to objective measures of water quallty, secchi disk levels of
USACE reservoirs are used in the present study to represent visitors’ percep-
tions of water quality.

Data on secchi readings (SECCHI) for the study years were available from
water quality managers in each USACE district. The value of SECCHI was
the average of all secchi readings taken at site j during year k, measured in
feet of depth. Visitation is expected to be positively influenced by SECCHI if
visitors prefer reservoirs with high clarity. However, angiers may prefer less
clarity if it leads to greater fish production and increased catch rates.

Mln ~tlane ssrntanm mrenliter srnminlala 2evnlindad foe tlan Ansnlnanas 20 TINOC e oz
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FEI as nreviouslv described in this chanter lso. TS has the notential to
MEL as previously Cescribeg 1n this chapter. Alse, 15 has the potential to
enter the visit predictor equation as a separate water quality variable.
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Water levels and variability

Visitation is expected to increase as the water level at a reservoir rises
toward the designed recreation pool. Also, visitation should be greater at
reservoirs with a steady water level than those which fluctuate widely. This
effect should be most evident in the Sacramento District where some reser-
voirs fluctuate greatly during a recreation season due to agricuitural and

municipai demancis These competing demands for water cause water levels
io Iall ow a the €

for all sites during the study years. Usmg an annual average of these monthlv
readings to represent water levels obscures the fact that most visitation occurs
during the summer months. To correct for summer use, estimates of monthly
recreation use at each reservoir were obtained from the NRMS database, and
the proportion of visitors by month was used to weight the importance to
recreation visitors of water levels in that month. Thus, water levels during
the summer months receive the highest weights.

The resulting variable, WEIGHTED_SA, measures the weighted average
of monthly recreational surface acres of site j during year k. This variable is
then divided by SUR_ACRES (the designed recreation pool surface acres) to
determine whether a reservoir is full for recreation purposes. The value of

this varlamc rel l"ULl.. was caiculated l.lSlIlg the 1oiiowing formuia

e

PCT_FULL = (WEIGHTED_SA/SUR_ACRES) * 100
if WEIGHTED_SA < SUR_ACRES (26)
PCT_FULL = 100 if SUR_ACRES = WEIGHTED_SA

Reservoirs with low water levels are hypothesized to have a negative effect on
visitation. Water levels above the recreation pool level may also impact visi-
tation. However, preliminary specification of a variable to express water
levels above the recreation pool produced poor recreation predictions. Thus,
application of model results to flood conditions will produce unreliable resuits.

An additional indicator of reservoir water level is specified in an attempt to
account for lake level fluctuations. Because lake level fluctuations during the
winter should have a minimai impact on visitation, winter lake Ievels are not
consmerea m calculating iake nucruauons. For the Sacramento District, the



A common choice for measuring lake level fluctuations is a variance or
standard deviation. However, the variance numbers do not standardize for
overall lake size. Thus, a given variance in surface area may have a large
impact on a small reservoir but a negiigibie effect on a large reservoir. To

PR R R, If“f\ ______

calculate a standardized measure, the coefficient of variation (CV) is used for

this study. The value of CV is calculated by Mendenhall, Wacherly, and

"V = standard deviation/mean

The value of CV uses the standard deviation of nonwinter monthly average

surface acres at reservoir j during year k. CV is hypothesized to have a nega-
tive effect on visitation in the models.

The final water variable specified was shore miles of the reservoir
(SHORE). Holding other factors constant, visitation may vary between circu-
lar reservoirs and those with many branches. Branching reservoirs may allow
boaters a more secluded experience and could affect fishing quality. On the
other hand, circular reservoirs may allow more open space for water sports.

The expected effect of the SHORE variable on visitation is therefore ambigu-

ous. Altnougn not done for this srucly, an index of ClI'ClllaI'l[y couia aiso o€
indi

specified as the ratio for shore miles to area. A smalier ratio would indic

greater ClI'CUlaI'lly

In economic theory, the basis fo travel cost model is that visitation is

expected to decrease as origins become more dlstant, other factors held con-
stant. Travel distances from county i to site j were calculated using the com-
puter program PCMiler®, which measures road distances and travel times

between zip codes or cities.! The origin point for visitors in any county was

defined as the largest city in the county, determined from census data.

1-1

Up to four destination points are chosen for each site, allowing visitors to
travel to the nearest major recreation area on the reservoir, some of which are
quite large. PCMiler” was used to calculate the one-way travel distance from
the largest city in county i to each potential recreation area at site j. Since
PCMiler” calculates distance between cities only, the distance between recre-

ation areas and the ciosest city needed to be estimated for the calculations
Once travel distance to each potential recreation area was calculated, the
smaliest travel distance was chosen to represent the one-way travel distance
from county i to site j (MILES). The associated travel time (TIME) was also
computed using PCMiler®, based on most practical routes

1 The software is published by ALK Associates in Princeton, NJ.
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Both travel distance and travel time are important elements in total travel
costs. Failure to include travel time understates estimated recreation benefits
(Cesario 1976). Including each as an independent variable typically produces
unreliable results, as travel distance and time are highly correlated. Travel
costs were defined in this study as the sum of actual travel costs plus travel
time costs which accounts for the effects of time. Time is valued at one-third
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Data on the costs of operating motor vehicles were obtained from the
U.S. Department of Transportation (1990). Only variable costs of travel (gas,
oil, tires, and maintenance) are considered. Use of variable costs is recom-
mended by the U.S. Water Resources Council (1983). Vehicle costs are
converted to 1980 constant dollars as all income and other monetary data are
from the 1980 census. Conversion of 1980 dollars to any more recent year
can be accomplished by using the inflation factors in Table 3. Using national
averages, variable vehicle operations costs in 1980 doliars per miie
(VC_MILE) are $0.03 in 1983, $0.06 in 1984, $0.06 in 1985, and
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As a final consideration, each trip involves a fixed cost consisting of some
amount of planning, preparation, and loading and unloading. An additional
$1.00 was added to travel costs for all observations to account for this fixed
cost. This value assumes about 15 minutes of pre-trip preparation and pack-
ing and 15 minutes of after-trip unloading. Average per-capita wage rates in
the sample are about $6.83/hour. Valuing time at one-third the wage rate
would give an opportunity cost of time of about $2.28/hour. Thus, assuming
a total of one-half hour for pre- and posttrip activities, adding $1.00 to travel
costs appears appropriate. The additionai $1 for ail visitors is not a trivial

change in the travel cost variable for the log-log model used to specify this
study’s demand model. The added $1 cost varies by a different proportion for
each origin. It also eliminates extremely high prediction from nearby zones of
origin that would otherwise result from the log model. The log-log specifica-
tion is discussed in more detail in Chapter 4
Chapter 3 Database Assembly



The final calculation of total travel costs is

TOT COSTSA.k =2 * [[(VC MILEK * MILES.)/CAR LOAD|]
- ij — ij — j (28)

+ [TIME; * (WAGES;/2,000) * 1/3]] + 1

Recreational substitutes

Potential visitors to USACE reservoirs have many other recreation oppor-
tunities that may substitute for USACE reservoirs. Substitutes for this study
are based on a similar water-based recreation opportunity. Access to free-
flowing rivers was not considered a sufficiently close substitute. Data were
collected on the location of all lakes and reservoirs within 250 miles of each
county in the database as well as the recreational surface acres of each substi-
tute site.

A substitute site is assumed to be more attractive to visitors the closer it is
to their origin and the larger it is. A substitute index approach similar in
spirit to Knetsch, Brown, and Hansen (1976) was adopted. For the i county
of visitor origin, the substitute variable was measured as total distance-deflated
surface acres of water-based recreation accessible to that county’s visitors. It
is equal to

SUB, - 3 SUR_ACRES, 29)
' MILES,

where
k = k™ substitute water body facing visitors from the i/ county

Thus, consistent with economic theory, counties with larger, closer, or
more substitute water are expected to send fewer visits to USACE projects.
The substitute measure in Equation 29 does not account for the proximity of
many counties to ocean-based recreation sites. Visitors interested in swim-
ming may consider the ocean a valid substitute. Visitation to a Great Lake
also may be a close substitute for those in some counties who visit project
reservoirs in and around the Nashville District. For these reasons, an addi-
tional variable was defined as the one-way travel distance from county i to the
nearest ocean or Great Lake recreation site (OCEAN). Counties near ocean
recreation sites should have lower visitation rates to USACE reservoirs, other
factors being equal.

Chapter 3 Database Assembly
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Summary

Table 4 gives a complete list of independent variables assembled for this
study’s database. The most important variables, such as population, travel

costs, faciiity leveis, and substitutes are inciuded in all travel cost models.

Other variables are included depending upon their contribution to the modei.
The next section details how these and other issues were resolved in estimat-
ing the models. The flowchart in Figure ! illustrates the organization and
structure of the complete dataset

Database Results
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he three USACE districts. Table 5 presents mean values

ndent variables. Several differences among districts are appar-

i ramenio District tend to be large, the average
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districts. Overall, the Little Rock and Nashville Districts have similar demo-
graphic characteristics. ’

USACE projects in the Sacramento District tend to be smaller with fewer
facilities. There are no private docks located on any of the Sacramento Dis-
trict sites. Sacramento District sites tend to have lower water levels and more
relative variability in water levels than the Little Rock and Nashville Districts.
Also, lake visitors in the Sacramento District have fewer total water-based
substitute recreation opportunities. The Little Rock District sites are the
ciosest to having full water levels, but the Nashville District sites have the
lowest relative lake ievel. Nashville District sites are stocked with the least

—— £

ame fish. All sites in ali districts contain bass, but not all have trout.

aQ



Modeling work began after data were organized into a complete dataset.
Prior to modeling, it was necessary to be sure that the data collected for the

=31

other anomalies were uncovered and adjusted.

This section describes the methods of analysis used to specify and estimate
the RRDM’s. Also described are the computation of economic benefits, bene-
fits per visit, and incremental benefits from facility improvements. A total of
eight regional travel cost models are estimated for this study. Day-use and
camping models are estimated for each of the three individual districts for a
total of six models. Day-use and camper models are also estimated on a
pooied dataset of ali three districts, for a total of eight modeis.

Consumer surplus

Some visitors to USACE projects would be willing to pay much more than
the existing entry fee, while others would not. The maximum amount one is
willing to pay for any resource depends on income, price, and quality of
available substitutes and intensity of preferences for the resource. Consumer
surpius is the difference between the maximum amount someone will pay for a
resource and the actual price paid. Consumer surpius is aiways nonnegative.

A Anevvned Arveera 1o tlan malntinmolion lhatesrnne 4hhn cmminag AF 4 manAsrsenns need sl

A Ulllidlilild CULve 1d LUIC 1T1idallvul lup DCLWCCII LUIC pPIILC U1 4 1C0OUICC dIld UIC
quantity demanded. Generally, as the price of product increases, less is
Adamandad At anu agivan nrira nnlu thneca whn ara willing ta nav at lanct tha
Wiwiiialiivuvag . LAl Qil sl'\‘ll Pll\r\t, wvill LIIVOV WIIUVU Al VYViillll w ynj alL 1vaosti v
purchase price will demand the resource. A higher price reduces the number
of buyers for whom willingness to pay exceeds price. Aggregate consumer
surplus over all USACE project visitors is computed as the sum of each indi-
vidual visitor’s consumer surplus. As the price per visitor is increased

through entry fees or higher costs of travel, individual and aggregate con-
sumer surplus decreases.

Chapter 4 Model Estimation
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The concept of consumer surplus as an economic benefit applies to a
resource such as reservoir recreation. Travel cost analysis permits estimation
of a demand curve for a recreation site. Even though all visitors to a site pay
a similar entry fee (which may be zero), the travel cost from different zones-
of-origins will differ. Visitors from distant origins pay a higher travel cost
than those from nearby. The concept can be explained with an example.

Consider two geographical zones located different distances from a recre-

PRSP U M Vhamn ~sctnion o e AN 240 camne ¢lan aitn werheila shhn Adthhae 7 Amas DY)

11011 SILC VIIC U111 Z01IC (Lol ) 1d 11Cdl UIC dIIC 111IC UIC OUICI (LUlIC D)
is more remote. Visitors from Zone A face a lower price to visit the site
because their travel costs per trip is lower. The difference between the aver-
age travel costs for a visitor from Zone B and the costs for a visitor from
Zone A is measurable. Also, the visitation rates for the two zones can be
estimated. Because visitors from nearby face a lower cost, they will visit at a
higher rate, all other things being equal. Suppose the price per visit to the

recreation site rises because of an increase in entrance fees. Assume the cost
increase is equal to the per-visit price difference between travel from the two
zones. Visitors from Zone A are now faced with the same costs for a visit
which previously existed for those in Zone B and should visit at the same rate
as was observed previously from Zone B.  An important assumption of travel
cost analysis is that visitors from Zone A will now visit the site at a rate equal
to that which previously existed for Zone B, all other things being equal.

The range of travel costs from different origin zones aliows estimation of a
full demand curve. An illustration of the demand and consumer surplus for a
re z 2 b PS R, : ten

creation site is given in Figure 2. One knows that at the existing costs

\' Visitors
0

Figure 2. Recreation demand and consumer surplus



(travel costs plus entrance fees), aggregate visitation is V. The horizonal axis
of Figure 2 represents existing costs. These costs are not necessarily zero,
although they are illustrated as zero for simplicity. The relationship between
visitation rates and the travel costs of different zones, as well as other impor-
tant variables, is statistically estimated when fitting a TCM. The impact of
increases in the price of a visit can then be predicted. Figure 2 illustrates a
representative recreation demand curve. As the price of a visit increases, the
number of visitors decrease. The area under the demand curve is the total
consumer surplus associated with the recreation site.

Economic effect of entry fees

Figure 3 demonstrates the impact of an increase in entrance fees on total
recreation benefit. Assume initial fees are zero and visitation is V,. The
initial consumer surplus is area (A + B + C). Next, suppose an entrance fee
of F per visitor is initiated. The intersection of the fee level F with the
demand curve results in visitation falling from V, to V,. The modified con-
sumer surplus, area A, is the area under the demand curve but above the entry
fee F. The lost consumer surplus is area (B + C). That is, the free benefits
previously received by visitors has fallen by area (B + C). However, some
fee revenue is now collected at the recreation site. The amount of fee revenue
in area B is also equal to the fee of F multiplied by the new visitation level
of V,. The fee revenue gained offsets some of the loss in consumer surplus.
The net economic consequence of the entrance fee is shown as the loss of area
C. This loss is referred to as the deadweight loss of a price increase.

Cost ($)

\" v0 Visitors

Figure 3. Economic effect of a change in site entry fees
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Economic effect of resource quality changes

Another resource management application is a change in resource quaiity
This is illustrated in rxgure 4, buppose that the outer demand curve is associ-

fa aa L. e T 1 _a

ated with a mgn initial quamy for some siie attrioute, such as water level at
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quallty shifts the visitation demand curve to the left. A reduction in si
v
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Elasticity of demand

Price elasticity of demand is defined as the percentage change in the quan-
tity demanded brought about by a percentage change in price. For most
goods and services, such as outdoor recreation, price and quantity demanded

(visitation) are inverse y related, therefore, elasticity is negative. An increase
Sen smaian wwr2ll Tand e A Aancennan Zoa wricos e n Ao mmn fam smeada o el Py 4 e
111 prict wiil 1€ald v 4 ucucaac lll Vlbllb, dllld 4 UCCIcd>C 111 price l“ it:dd LO ail
inAranca in vicite TA anca 11 analycic tha DDA Aafinas alagtinity ac tha
1HIviCase 111 IDIWD. 1V Cadce 111 1AalydId, G ININLJIVE UCLHICD Cldbllbll)’ ad LU
ahenlnta valna af the mmantity: narcant chanaa in vicitatinn/narrant rhanaa in
QUDVULULL VaiuL Ut UiV yualiuity . pPUitUill Lilalige 1l vidiwauvly puiledit vilalige 1l
nrice
Prive
YT AQTIATTV L s ssicisa | =sicita) £ 2 amaninn | sminaall (30)
CLASIIVILI = [(AVIL / VIILS) / (APpIILT /7 PIILC) | A 4



If outdoor recreation has an elasticity of 1 (unit elasticity), a 1-percent
increase in price will lead to a 1-percent decrease in visits; conversely, a
1-percent decrease in price will lead to a 1-percent increase in visits. If elas-
ticity is greater than 1, a 1-percent change in price will lead to a greater than
1-percent change in visits. If elasticity is less than 1, a 1-percent change in
price will lead to less than a 1-percent change in visits. Resources with elas-
ticities greater than 1 are referred to as elastic, while resources with elastici-

ties less than 1 are referred to as inelastic.

Figure 5 illustrates the concept of price elasticity. The demand curve for
two different recreation areas are presented side-by-side. At the initial price
level P, the quantity demanded for the recreation area on the left is V, and
the quantity demanded for the area on the right is V;. Suppose price is
increased to P, for both areas because of higher gasoline prices or because of
increased entry fees. For the steeply sloping demand curve for the area on
the left, the quantity demanded decreases only slightly to V, possibly because
the area has several unique onsite resources or is located in a desirable area.
For the flatter demand curve for the area on the right, the quantity demanded
decreases significantly to V;. The recreation demand curve on the right is
said to be more price elastic than the demand curve on the left. Typically,
recreation demand curves are more price elastic for sites located where there
are numerous substitutes or where available substitutes are perceived by visi-
tors as having better quality, more diversity, or more extensive facilities.

$ $

-k

\') \") Visitors

Figure 5. Elasticity of demand

Figure 6 uses an example from the RRDM estimated for this study to
illustrate the concept of price elasticity of demand. The two curves illustrate
the contrast in camping demand between Lake Mendocino in the Sacramento
District and J. Percy Priest (JPP) Lake in the Nashville District. The esti-
mated price elasticity of the Sacramento District camping model (-2.334) is
more elastic than that of the Nashville camping model (-0.743). This means
campers in the Sacramento District are more sensitive to an increase in price;
visitation decreases more in response to the same increase in price. The likely
reason is better quality substitutes for USACE facilities in the Sacramento

Chapter 4 Model Estimation



District compared to the Nashville District. Actual 1991 camping visitation at
these projects was close. Visitation at Lake Mendocino was about 208,000,
while it was 268,000 at J. Percy Priest Lake.

The elasticity, the change in visitation resulting from an increase in price,
is dependent on the point of the demand curve from which one is beginning.
Visitation may be more responsive to a price increase when the original price
is low (slope is flatter) than for the same price increase when the original
price is higher. That is the demand curve may be more like the JPP curve of
Figure 6 rather than the linear relationships shown in Figure 5.

Price (1991 $'s)
65
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45
40 -
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30 -
25 1
20
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10
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O T T T T T

0 50 100 150 200 250 300
1991 Camping Visits (*1,000)

— JPP Demand —t— Mendocino Demand

Fig
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ure 6. Elasticity example: Camping demand

Figure 6 shows that the demand curve for J. Percy Priest is steeper, or less
price elastic, showing less sensitivity to increases in price. This is most pro-
nounced for small changes in price. A small price increase at Lake Mendo-
cino is predicted to decrease visitation much more than a similar increase at
J. Percy Priest Lake. The higher price elasticity at Mendocino means that the
consumer surplus for camping visitors at Lake Mendocino is low. A small
price increase would cause these individuals to discontinue visiting the site.
On the other hand, the typical visitor at J. Percy Priest obtains large consumer
surpluses. A price increase at J. Percy Priest, while it would decrease their
benefits, would have a much smaller effect on total visitation.

Chapter 4 Model Estimation
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demand schedule for a ecreatic_m site. A zonal TCM is on
are classified accordmz to their zone of origin; counties are common zones o
origin. In an individual TCM, v1sntors are not cla551ﬁed accordmg to their
distance zone. The first step of a zonal TCM analysis involves dividing the
market area around the site into zones of visitor origin. Zones are commonly
specified as counties because visitor demographic data are widely published at
the county level.

=

The costs from a particular zone to a recreation site are taken to be the
same for all individuals in that zone. Based on origin data, a visitation rate is
caiculated for each zone. Kegressmn analysis is used to estimate a mathemati-
cal function for visitation rates at the sue as visit rates change with travel cost

ann AF cartrasal
The different travel costs for 1 rip from each of several origin
counties surrounding a site are plotted against the number of trips per capita
from each county to the site. These different combinations of travel cost and

recreation at a partlcular site can be calculated Fo
origin, the consumer surplus is calculated as the area under the demand curve
that lies above the travel cost. It can be thought of as the travel cost savings
of visitors from a given zone of origin compared to visitors who originate
from the edge of a project’s market area.

Consumer surplus sometimes stands as a conceptual stumbling block for
analysts who conduct economic resource valuations. Consumer surplus may
be difficult to see as an economic measure of benefit because it represents
expendi‘ture not actually collected by a business or government agency. How-

..... M Aabtan L -

ever, estimaies of consumer surpius can be verified in cases where visitors are
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char g€a a price equai to their maximum wil ungness 10 pay for each unit.
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Such pricing schemes exist. However, governments ofien do not implement
uch pricing practices so as to capture the full willingness to pay for each unit
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The TCM requires data on visitor travel cost to S
veys providing di stance and city or county of residence are available, they
should be used. However, one advantaze of the TCM is that existing infor-
mation from boat license records, hunting licenses, game tags, or even license
plates can be used to determine the visitor’s residence. If one knows the
visitor’s residence, round-trip distance to the site can be calculated from maps
or using commercially available software packages. Distance can be con-

verted to a travel cost by using the publication, “Cost of Owning and
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Operating a Motor Vehicle” (U.S. Department of Transportation 1990 or
more recent years).
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The demand equation estimated by the TCM does considerably more than
simply relate price to quantity of visits. As described in Chapter 2, several
visitor characteristics that influence visitation, such as income or education,
vary in addition to price. Moreover, site facilities typically exert a significant
influence on demand.

In addition to calculating recreation benefits, the site demand curve can be
used to predict recreation use. The travel cost demand equation can be used
to predict visitation at a new recreation site or to estimate how visitation at an

xisting site will change if one of a number of factors changes. These factors
nclude the characteristics of the site, the admission fee, population surround-
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Regarding the TCM, there are two important categories of assumptions;
the first category ensures that the use of travel costs as a proxy for price is
correct, while the second category addresses assumptions necessary to estimate
the demand curve statistically. If these assumptions are grossly violated, the
method is inappropriate and should not be used.

The key assumption necessary to interpret travel cost and travel time as a
price of recreation is that key variable costs that affect trip-making behavior
can be measured correctiy. For this study, variabie costs are the costs that
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conditions hold:



a. Travel is incurred exclusively for visiting a site under study.

b. There are no benefits from the travel itself, so that travel costs and
travel time represent the price paid to visit the recreation site.

c. The opportunity cost of travel time can be estimated.

y
k
1

[ vl
-
s
»n
=
o
]
» ”
:
o
[
-~
3.
1T
=
[e]
=
g
g
o <
g
3
o

=k
}
t

—
(o]
—
(=3
g
Q
[«
" O
=4
C
=
-
[73)
a
P
<

o

D
o
=]
=
@]

3

s B
[72]
%

o o

: :10

Q6 Y
g ]

<

ot =

“oT
*
o

)
=]

e+ Q

-

"1

3

[+%

w 8

w -

s
2
[

It is commonly assumed that there are no benefits gained or lost from
travel itself. If this assumption is violated, travel cost and travel time fail to
represent the cost of visiting the recreation site. How to adjust travel cost
estimates if this assumption is untrue is partly related to the issue of the
opportunity cost of travel time.

For many years, one of the most challenging issues regarding the TCM has
been how to value travel time. The value assigned to travel time can mark-
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When the visitor travels, the time it takes to travel to the site is a cost of
producing recreational trips. Other things the same, less cost is preferred to
more. Therefore, time costs are added to vehicle operating costs when calcu-
lating the price a visitor must pay to visit the site. Assumptions necessary to
statistically estimate a travel cost demand function are the same as those
required to estimate any other demand function.

The first assumption is that there must be sufficient variation in prices
(travel cost) to identify the demand function statistically. This means that
recreationists must come from enough different areas of origin to provide a

range of distances by which to trace out the demand curve statistically. Vio-
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variables that influence recreation behavior is large, typically only a small
number contribute significantly for statistical purposes. In addition to travel
costs, variables such as income, availability of substitute sites, and attractive-

The third requirement for a TCM to be valid is that there is no shortage of
the recreation resource in question resulting in unsatisfied demand. If, at a
given price, there is more demand than supply, some of the demand will be
unobserved. For recreation sites, this means that there must be enough capac-
ity to satisfy demand. A strategy for implementing TCM when there are
capacity restrictions has been outlined by Loomis (1982).

Model Specification

Many algebraic functional forms for equations that predict recreational
visits have been used for zonal travel cost models. The definition of the
dependent variable may suggest certain functional forms. For example, a
dependent variable with a significant number of zero observations may be
modelled using Tobit or Heckman sample selection models (Bockstael et al.
1990). As discussed in Chapter 3, this study considers O sampled visits to be

a small sample problem rather than an indication of 0 population visits.

Functional forms

Zero popuiation visits are possibie if the dependent variabie is calculated
using the formula
TOTAL_VIS,, = SAMPLED_VIS,, * SIMPL_EXP, €2

Several demand model specifications used in previous travel cost demand
studies were considered for estimation in this study. Three model perfor-
mance standards were used. First, a demand model should predict nonnega-
tive visitation for any site under any conditions of project operation. Next,
total benefits should increase at a decreasing rate with any project facility
improvements. Finally, average benefits per-visitor day should be constant or
increase with improvements in project quality.



Using these three performance criteria, the following four models were
brought forth for further consideration.

Simple linear V = B, + B, Price + (3, Facilities

(32)
+ (3, Demographics
< 1 X7 A Tt B o sz B . B (22
Log himear V = [, Price™ Facilities™ Demographics™ \02)
Semilog #1 V = 8+ B In(Price) + 8, In(Facil)
o ~o 1 AN 7 ~2 \& Resy
(34)
+ B, In(Demographics)
Semilog #2 In(V) = 3, + B, Price + B3, Facilities o
¥ ’ - (35)
+ 8, Demographics
where
V = visits
Drina — trauval Aot tnalinding tenval $imma amd omier fano
live = avil CUSL MIVIUUILLLE UdaVvel UHIC alld CILYy ICCS
Facilities = a list of several variables that vary by site, including
water, fishing, and the like

“ln”

the natural log of the subsequent variable

The linear model was rejected for this study because it predicts negative
visits when a project has sufficiently few facilities or price is sufficiently high.
Both semilogs #1 and #2 were also rejected because they fail to consistently
allow for decreasing incremental benefits in the face of increasing site quality.

The log linear model described by Equation 33 was brought forth for
estimation because it met all three criteria: never predicted nonnegative visita-
ion, decreasing incremental benefits with site improvements for vaiues of the
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In addition to the functional form described, preliminary experimental
model runs were tried for a nonlinear least squares model and a Heckman
sample selection model for the purpose of testing transferability of models
among districts. Additional details are in Loomis et al. (1995).

iViariket area seiection

AMawbat aranc ara Aatarminad fAar tha mnadale ta incrhiida all camnlad vicitnre
1IVIAI ACL AlTad a4alCT UCLULLLICU 1Vl UIC 11HIUUCD U LILVIUJL all ocuuylcu VIDIWULD
within tha marlkat araa and avelnide thnea nnteide the area The TTIRACE avit
VY itillll Lilv 11idl vl AlwvQ AliuU VAVIUMLY LLIIVOV VUWDIDW LlIv alva. L1 AAw UUWidN Ay WALl
survevs did not ask respondents whether their visit was nart of a multidestina-
ys did not ask respondents whether their visit was part of a multidestina
tion trip. However, for visitors who originate from distant counties, the
USACE project is more likely to be one of many destinations. As the analysis

more likely to man . 4
includes greater market distances, more multidestination travelers will be
incorrectly included.

Multidestination visitors from longer distances typically exhibit different
travel behavior than nearby visitors, which is reflected in decreased
explanatory power of regression models as the market area is increased
beyond a threshold distance. Because distant travelers are more likely to be
multidestination visitors, a limited market area is needed. Another factor
favoring a small market area is that more distant counties are likely to produce
a higher percentage of counties with no sampled visitors. Including too many
counties without visits reduces the variability of the dependent variable. On

LIS TR N DR I TSI TR I RS S SR L o latimcn t4 a aita ko
me ouner 11d, 4 modaci snouia Capture ine majority O1 VISIIOIS 10 a S1It€ winere
mmceihlas Ml cccclon sandals mnsmsnt anniientaler oo dlas sasnl crlalsndine nemd
POMDIDIC. UUICIWINC, IIIVUCE CalllUl alluldiCly pICdiCt totdl vVidliduull allid
hanafit nhangag macnlting fram managamant antinng Thia rritarian faouvnre o
UCLICLIL LilallEtd 100Ulll ls i1 11 11lall gculc il alllul RILIID LI1IICIIVIL 1aVUIDd a
laragas marlkat aran

iai g 1iainuvt aiva

including few multidestination trips while including the majority of visitors.
The final choice of market area requires a compromise between these conflict-
ing criteria.

Because there is interest in conducting transferability tests for each dis-
trict’s model to the other two districts, market areas should be equivalent
across districts. Otherwise, one would expect poor performance in testing
transferability among models simply because they had different market areas.
Such transfers are expected to fail merely due to a different choice of market

a st “ e vt L . o o WT__L__c*ty_ d__ . __ o 3_1 ___*.L _ 1NN ___ 1
testing transierabuiIly DEIWEEN a INasnviile aay-use€ modacl wii a4 1vvU-miie
nolent cenn A 4o T ietla Danl Aass tien mamdal sxrith a0 18N maila mmarlbat aran o
ITIAIKCL dICd dIld d L IWUC IKUCK U y'ubc 1UJCI IUl d 1D9U-IC 11IdI ACL dICd 1D
Aaveantad ta mendiina nane racnlec Aawavar Aiffarant marlat arane mav ha
CAPC wcu w Pluu { @ =3 PUUI. 100U I1UWU VUL, JUlllvivuil 1llal bl alvad lllay (9=
rhacoan far tha davon and camnino madele cinca the twn tvnece af mndele
WA1IUOMIL 1UL WUV U Q1IN VALl l‘ls 111VMV1O, Olllve WV LYY ‘JPUO Vi 1MEVUNAWIED
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visitors captured by different market area was calculated. Each market area is
one-wav road dictance as determined bv the comnuter nrooram PCMiler®
one-way road distance as determined by the computer program PCMiler'.
The data were sorted into 25-mile market area segments starting at 100 miles
and extending to 250 miles. Table 6 shows the number of visitors originating

from different one-way road distances. In general, campers tend to travel
greater distances than day-use visitors. A 100-mile market area for day users
would capture 80 percent of all sampled visitors. For the campers, a rela-
tively large percentage originates in the 150- to 175-mile category. A camper
market area of 175 miles includes about 73 percent of sampled campers.

Table 7 illustrates how the number of sampled observations over all sam-
pled years in the given USACE district changes as the market area changes.
The Nashvilie District has a large sampie size because surveys were conducted
in multiple years. However, the Little Rock and Sacramento Districts have

relatively small sample sizes, as the market area is reduced. Increasing the
market area from 100 to 125 miles in the Little Rock District increases the
sample size by 61 percent. The same change in the Sacramento District
increases the sample size by 54 percent. Because the sample sizes are rela-
tively low for the 100-mile market area in these two districts, a minimum

Per-capita visitation decreases as travel distance increases, so the percent-
age of counties with 0 sampled visits is expected to increase with a larger
market area. Table 8 shows how the percentage of counties with O sampled
visits changes with changes in the market area. Tabled values represent aver-
ages across the three districts; averages were selected to permit use of a single
market area for all districts. Because each project generally has fewer camp-
ers than day users, more sampled 0’s are observed for the camping data.
Because a low percentage of sampled O’s is preferred to more 0’s, the num-
bers in Table 8 suggest using small market areas.
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decreases as the market area is increased
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income, reservoir percent full, travel costs, and MEI. The surface acreage of

sites was included in the camping model. These basic models typically
approximate results of a full model with more variables.

The percent of variance explained by the model (R-square) was recorded
for each market area and each district and then averaged across the districts.
Results are given in Table 9. R-square decreases as the market area
increases. These results, similar to those in Table 8, support a small market
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area. The final criterion to consider in choosing a market area is that one
prefers a small probability of including multidestination travelers. This crite-
rion favors a relatively small market area.

Based on all factors, a 125-mile market area was chosen for the day-use
modeis This market area inciudes over 80 percent of samplea visitors, has

Al s A1 P PRES Y mmmmmn T e 2 Sl .. N LN
aoout pCI'bCIll plC h and e avere g€ I-SqudIc lS dDOVeE U.0u.
A ]')VRD" mor]rnf aran 1€ f‘"\!\cﬂﬂ F{\" the ramning mnrln] FI\" thn nirnNnca I\“"
42 1Al Ewi lllaliiwl alva 10 wilvowil 1Vl ulw Ualllylll 111UV VL UG yulyveu vi
including a larger percentage of camping visitors, since a 125-mile camping
market area only captures about 60 percent of sampled visitation. Using such
a model to predict total visitation changes with management actions may

produce mlsleadmg results. Also, camping visitors are
to travel greater distances than day users. A 175-mile campmg market area
includes over 73 percent of sampled visitation. Thus, all day-use models will
consider a 125-mile market area and camping models include a 175-mile
market area.

Ideally, the model would explain recreation behavior accurately for a high
percentage of visitors. However, in reality the model presents a tradeoff,
either predicting accurately for a low percent of visitors or predicting poorly
for a large number of visitors Tables 7 through 9 illustrate the tradeoff
between model accuracy and percentage of visitors accounted for. The com-

promise is io predict acceptably weil for a reasonably high number of visitors.
Nhire smasbat anon colontinem A€ 18 cailag Fae Aacr siamea amd 1L il Cmc Aoaee
WUl 1IIdIKCL d4ICd dTICCLUUILLI UL 1L0-1II1ICS 101 U y UDCL d 1 /70-I1ICS lUr (,dlnp-
are raflante thic rAmnrramiocas Tahla 1N meracante tha saenecnstinm AL cneemlad
C1O L1VLIUALLD LD VUILLIPJLIVULLLDG., 1auie 1yv plcﬁclllb uic PIUPUILIUII Ul bdlllpl Al
visitors by project within the defined market area

As mentioned previously, defined market areas exclude some single-
destination visitors, while including some on multiple-destination trips. Some

estimate of the magnitude of these false exclusions or inclusions will deter-
mine whether these errors are significant. Excludmg single-destination travel-
ers reduces the precision of the fit model for high-cost visitors. On the other
hand, including multidestination travelers biases estimates of total recreation
benefit, because the travel cost is not totally incurred to visit the project.
Nearby multidestination tourists typically stop for a short time only or stop at
other recreation sites to justify the complete trip economically. These two
sources of bias may work in opposite directions.

. exit surveys were conducted in a separate analysis in
93 (U.S. Army nngmeer Division, Missouri River

e . U T | L IE T a1

cu
=\
. U
g
1]

Q
o
qa
-
o
-
o=
o
=
o
(¢}

D

-~
3
3
U s
=2
(¢
-
=
2

[ gl
e
»



visitors equals the included multidestination visitors, and because the biases
are opposite in direction, we conclude that the bias of estimated benefits due
to these factors is acceptably small for this study.

Model Estimation

Parameter restrictions

Several data limitations required the use of restrictions placed on the
parameters. Two problems in particular were collinearity in the facilities at
USACE projects and the need for national data sources to make up for data
with insufficient variation for the three study districts.

Vo a2 o oaL 1 .t __._ 11 TTOL A /AT |

Information on the economic value contributed by USACE projects an
mmminnt Fanilition nom ko 11026 2o e dans allannslacen MLlnns ssmalocan mer ~lan
PIUjOLL 14aCIHILICS Cdll DC udClul 111 U ugct dl10Cd1101 111CSC valucs 41 SO
neafil far Aaricinne ahant tha timing lanatinn aveant and mnatiiea AF Fanilite
UdLiUl 11Ul ULLIDIVIL aUUUlL LIV LLL 15, 1vLatlvll, CAlLCIL, iU 11atulic Ul i1auvlliil
imnravementc Quich infarmatinn rcan nffar incioght tn hudaat allacatinne mada
llllkll\lvvll.l\.rlll.o MIUANIL RILAVILLIAVIVIL wdlll Vil llmlslll v uuusut alivevdadliviio iliiauw
bv the Conoress  state recource concervation aoenciec and hv the 1J1SACE
by the Congress, state resource conservation agencies, and by the USACE
among numerous competing projects and facilities. Because economic values
of projects and project facilities are important in determining these budget

allocations, this study estimates travel cost demand model coefficients for each
of several important facility variables.

Estimating separate coefficients for each facility permits one to isolate the
separate effects on visitation and benefits of each type of facility. Unfortu-
nately, separating values of each facility is difficult to do, because these vari-
ables tend to be highly correlated among each other. This high correlation
occurs because USACE facilities have been developed using similar planning
and design standards and because the facilities have been developed in pro-
portion with use predictions, which are closely linked to reservoir size. Ordi-
nary least-squares estimation stiii produces the best iinear unbiased estimators

U, —m s o n wmrtell o s 1 5
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drop some of the mdependent varlables suspected of causing the problem.
However, simply dropping variables falsely ascribes all the variation in visita-
tion to the facilities remaining in the equation, thus biasing the estimated
coefficients. Two other common statistical remedies are principal components
regression and ridge regression.
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The basic multicollinearity problem is described below. Begin by defining
a hypothetical visitation predictor

Y =fX.X,,...X,2,,Z,...2) (36)
where
sl lcltntiac ned annk Af tha V indamandant yariahlags ara nat cionif
Y = total visitation and each of the X independent variables are not signifi-
cantly correlated among themselves
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tutes, water quality, and fishing quality. Table 11 gives the first-order corre-
lation coefficients between all facility variables using the three-district dataset.
All correlations are positive (ranging from 0.22 to 0.86), and all are statistic-
ally significant at the 0.01 level.

In estimating Equation 36, parameter estimates of the Z variables are unbi-
ased but significantly affected by multicollinearity. In linear form, the model
to be estimated is

=By + BX, .t BX, +8Z +..v 87, + (37)
Y=8 +BX +.+BX +8Z +.+8Z +e (37
g o MRSV IRy oapupay RO . ) I FUTRY . JipRr iy [ SRR, PRSI | IR e iz dne thn
The estimaies of each 6, will be affected by miuiticollinearity. Corsider the
jemmcmnnt AF Juncmeinas all AL tha 7 terdamandant vasiahlac avanmé Ana vnda
impact of dropping all of the Z independent variables except one. A model
wanld ha agtimatad qnish ag
WUUIU UG Collllialeud suuil ad

Y=8,+BX +.+BX, +8Z +e (38)

where multicollinearity would not be a significant problem according to the
assumptions of the model. The weakness of Equation 38 is that an omitted
variable problem now exists which biases the parameter estimates. To show
the bias of Equation 38, rewrite Equation 37 into the following matrix form

Y=X3+2 (39)

where the matrix X includes all X variables and Z,. The matrix Z includes the
remaining Z variables. If the estimation of Equation 38 couid be written as

£ AN
Y=X3 {40)
thon tha naramater acti
then the parameter estimates can be expressed as



IV/‘/\-]X/}/ (41)

To find the expected value of 3, substitute for Y from Equation 39

E@) = X'X)"'X' (X8 + Z) (42)
This simpiifies to
A / -iv/ A2\
EB) =8+ X'X)"X'Z AR
Because each X variable is assumed to not be significantly correlated with any
Z variable, the only reason Equation 43 does not show unbias is that Z, is

As Table 11 shows, all correlations between the USACE facility variables
are positive. Thus, by defining any facility variable as Z, in Equation 38, and
estimating the corresponding coefficient, the parameter estimate will be biased
upward. The advantage of estimating Equation 38 is that multicollinearity has
been reduced and the standard error of the parameter estimate on Z, is lower
than if Equation 30 had been estimated. The optimal situation would mini-
mize both bias and the variance of the coefficient. Because one cannot mini-
mize both quantities at the same time, a tradeoff rule must be defined. The
mean square error (MSE) has been used to compare the tradeoff between
unbias and iow variance. MSE of an estimator 3 is defined by Mendenhali,
Wacherly, and Shaeffer (1990) as

MSE, = (bias,)* + variance, (44)
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stage of the approach determines the weights of the index, and the second
stage uses the facility index as a new independent variable.

For the rationale behind the index approach, consider the model of Equa-
tion 38 where only one facility variable is included. According to the assump-
tions of the model, the parameter estimate on this one facility variable will be
biased upward but have a low variance. If one included each of the m facility
variables sequentially in a separate regression with all X variables, a matrix of
biased coefficients with low variance would be obtained. These first-stage
coefficients are used as the weights in constructing the index. Define the first-
stage models as

on
w
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Y=8,+BX +.+BX +71Z +¢
Y=08,+B8X +.+B8X +77 +¢

(45)

Y=0,+BX +.+ BX + 1,Z, +¢€

m m

The 7.’s are used as the weights for the facility index. In the linear case

presented in Equation 38, the index is calculated as

=712 +712Z +. ..+ TﬁZm (46)

For a double-log model, the first stage uses the index calculated as
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X +.+BX + ¢l +¢ (48)

Using the available data obtains an estimate for the parameter ¢. This esti-
mate is the adjustment factor to apply to the first-stage facility coefficients
from Equation 45, 7,. The estimated 8;’s from Equation 48 are used as the
final parameter estimates for all X variables.

The final coefficients for the Z variables for the linear case can be caicu-

lated by substituting Equation 46 that defines 7 into the ¢/ expression in Equa-




stimate for each facility variable, §,, equals the

quation 48 multmlred by the ﬁrst-stage facility
parameter e tlmate Tis obtamed by fitting Equation 45. In both the linear and
double-log situations, Equatlon 43 is used to calculate the final coefficients on
the facility variables.

The facility index approach attempts to deal with both terms of the MSE
expression, Equation 44. The first stage attempts to obtain coefficients with
low variances, though they are biased. The second-stage attempts to correct
for the bias. Based on this theory, the index approach is expected to produce

estrmated parameters wrth fow Mbb s. The issue is whether the index
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all results is given in ADDendrx B. Results of the simulations suggest that
both principal components and the facility index appear superior to dropping
variables and OLS with all variables included. The facility index approach
produces estimates with lower MSE’s than principal components in five of the
six simulation experiments. Additional discussion of the facility index

approach is presented in Appendix B.

Coefficient restrictions
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Weights

Pooled models contain observations from all three districts. Table 7 shows
that each district contains a different number of observations within its defined

market area. For the 125-mile market area day-use pooled model, the dataset
contains 307 observations from the Little Rock District, 993 from Nashville,
and 264 from Sacramento, for a total of 1,564 observations. For the camping
model with a 175-mile market area, 2,833 total observations include 616 from
Little Rock, 1,755 from Nashville, and 462 from Sacramento. For the day-
use pooled model, 63.5 percent of all observations originate from the Nash-

ville District. For the pooled camping model, the proportion is 61.9 percent.

Using unweighted OLS regression for the pooled models would produce
results heavily influenced by recreation behavior in the Nashville District.
Because the preponderance of observations in the Nashville District is due to
multiple survey years and small counties in that district, rather than more
intensive recreation behavior in Nashville, such an unweighted model would
understate the influence of Little Rock and Sacramento. Therefore, Little
Rock and Sacramento need larger weights than Nashville. Also, counties in
the Sacramento District tend to be larger in population than those in the other
districts. The low number of observations in the Sacramento District is due to
large county size.

The weights for the Nashville District were set at 1.0 for both pooled
models, since it has the highest number of observations for both datasets. The
weights for the other districts were then calculated using the formula

WEIGHT,, = OBSERVATIONS,,, / OBSERVATIONS_
63

WEIGHT,, = OBSERVATIONS,,, / OBSERVATIONS, ,

where
OBSERVATIONS; = number of observations in each district

For the Little Rock District, the weights are 3.23 for the pooled day-use
model and 2.84 for the camping model. The Sacramento District weights are
3.76 for the day-use model and 3.79 for the camping model. These weights
are used in a weighted least-squares regression to weigh each observation in
the Little Rock and Sacramento models.

Estimation method

All models were estimated as a weighted restricted least-squares linear
regression using the REG procedure in the SAS® statistical package. Above

ioht o nliad fr ~ Aiermicead in Chantar A CAC ~nA <
weignts were appii€a 10r réasons disCussed in Lnapter 4. SAS COae was

written to save first-stage coefficients for facility variables as discussed in

Chapter 4 Model Estimation



Chapter 4 and to calculate the facility index. Final regression coefficients
were then estimated. In double-log form, all estimated parameters are elastici-
ties. That is, the parameter estimated for a variable is the percentage change
in visitation resulting from a 1-percent increase in the value of the independent
variable (e.g., picnic tables).

Each of the eight demand models were specified and estimated separately

Locad mem et d L L -1 ol __. ___ ALY oo LTl _aaZ_at 11
D4asSCU 011 4CCCPLCU DCIIAdVIOLd] UICOTY dallld DASEd OIl vdrldDICS Wil Statistically
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between day users and overnight visitors, the included facility variables were
slightly different for the day-use and camping models. Both models include
the variables LANES, BEACHES, MARINAS, and SUR ACRES, since these
facilities can be used by both types of users. The day-use model also includes
the variables PICNIC and PARKING, since these facilities are used by day

users. The camping model excluded these two variables because both parking
spaces and picnic tables are provided at camping sites. The variable CAMPS
is thus included in all camping models. The variable DOCKS was included in
all models except the Sacramento models, because there are no private boat
docks on any of the Sacramento District projects.

All other independent variables were brought forward as candidates in each
model. Some variables are included in all models based on economic theory
and evidence from travel cost studies described previously. These essential
(core) variabies are:

a.
5. INCOME
c. S
d. POPULATION
Other independent variables were nonessential due to lack of supporting
theory or previous evidence. Nonessential variables were included in a model

if they increased the explanatory power of the model, were statistically signifi-
cant, and did not cause multicollinearity problems.

Results of Estimated Demand Models

This section presents the results of the eight estimated models: one day-
use and one camping model for each of the three districts, plus one day-use

1 R
and one camping model for the pooled dataset. All day-use models use a
125-mile market area; the camping models use a 175-mile market area.
Tables 12 through 15 present the regression results for all eight models.
Included are results of overall model performance and statistical significance.
The percentage of actual visits explained by the variables in the model (R?)

ranges from 0.35 for the Nashville camping model to 0.67 for the Little Rock

[&)]
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day-use model. For each district, including the pooled model, the R? of the
day-use models is higher than that of the camping models.

The core variables included in all models performed well. All coefficients
are interpreted as elasticities, which is the percentage change in visitation
produced by a county resulting from a 1-percent change in that visit predictor.
For all models, a higher coefficient means that a percent change in the vari-
able has a larger percent change in visits. As expected, all travel cost coef-
ficients (elasticities) are negative and significantly different from 0. The
negative effect of travel costs on visitation are greatest (most elastic) in the
Sacramento and smallest in the Nashville District. All elasticity coefficients
on population in the camping models are less than 1.0. Thus, it appears that
rural residents are more likely to camp at USACE reservoirs. The substitute
(SUB_INDEX) variable coefficient estimate is negative in all models and is
significant at the 0.01 level in six of the eight models. Similar to the findings
of Rosenthal (1987), these findings indicate substitutes are important in
explaining visitor behavior. The income variable produced mixed results.
The coefficient on INCOME is positive in the Little Rock and Nashville Dis-
tricts (and mostly significant) but not sxgnmcantly different from O in the
Sacramento District models.

Several other variables were statistically significant predictors of visitation
in one or more of the eight models. The elasticity coefficient on the percent
full of recreation pool level (PCT_FULL) is approximately 1.0 for both Sacra-
mento District models. This means that visitation will drop less rapidly as the
reservoir’s surface area decreases below the recreation pool due to drawdown
from drought or competing water uses. This finding suggests that the eco-
nomic value of additional surface acres for recreation in percentage terms is
highest when the reservoir level is held at the recreation pool. Increases in
water variability due to reservoir fluctuations over the recreation season (CV)
generally reduce visitation, although the negative elasticities are typically less
than 1.0 in absolute terms. These results indicate that visitors are attracted to

reservoirs that fluctuate little throughout the recreation season.

All 50 elasticity coefficients for the various facility factors estimated range
between the theoretically expected 0 and 1. That is, the models predict that
visitation increases for increases in all facility variables included in the model,
but at a decreasing rate. Only 3 of these 50 coefficients are higher than 0.50
and only 6 exceed 0.40. Except for the parameter estimates for DOCKS,
which tends to be low, most coefficients range between 0.10 and 0.40. For
the pooled models, marginal increases in marinas are predicted to produce the
largest increase in visitation. All four estimates on the elasticity of visits
resulting from increase in camping sites are between 0.21 and 0.28. The
elasticity of visits from changes in a reservoir’s size ranges from a low of
dDOUI U i lIl l[lC Lllllc KOCK Udy use mOQCI ica lllgll Ul U 4[.0 m me pOOICO
camping model. The elasticity of the number of picnic tables and beaches

tend to be smaller, with elasticities typically less than 0.15.
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Site variabies for water and fishing quality are imporiant in some modeis.
Fishing quality impacts visitation through the variables MEI and SPECIES.
Both produced positive and significant coefficients in several models. The
variable STOCKING was not significant in any of the models. This may

indicate that ctockino nroorams merelv offset over-fished natural fish nm'mla-

AAUIWGLY LG SUVVALLLE, AU RARMLIS aavi i) VRIS UVSATIISILAS a8sii s aleks

tions, but it also could indicate that stocking programs are not effectlve in
attracting visitors. In any case, interactions between the effectiveness of
stocking programs and natural fish populations requires a biology model and
are outside the scope of this study. Water quality variables tended to be
unimportant. SECCHI did not enter into any of the models, and TDS entered
only in two models.

Demographic variables such as UNEMPLOYMENT, MINORITY, and
UNDER 18 are important in some models. The Little Rock day-use models
show that visitation increases as UNDER _18 increases, and the Nashville day-
use model has visitation decreasing as OVER_65 increases. High levels of
unemployment tend to reduce visitation. The same is true for high values of
MINORITY in the pooled day-use model.

Finally, two climate variables, COOLING DD and JULY HUMIDITY,
were included in the pooled models. These variables are estimated from a
s€parate regression and are inciuded wiih resiricied parameiers. These vari-
ables are explained further in the next chapter, when issues of transferability

become important.
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The ultimate purpose of estimating the RRDM is to predict the conse-
quences on recreational visitation and economic benefits resulting from a
range of potential management actions, many of which have not been imple-
mented to date. Access to information provided by this model has the poten-
tial to save considerable time and resources when conducting economic
appraisals of resource management plans. Access to the data, estimated mod-
els, and their application to a wide variety of management actions is available
with the software and accompanying user’s manual described by Ward and

Martin (1994).
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various management actions are then estimated, such as facility changes or
different water management actions. Finally, the application of the model to
other districts is examined. Examples of applications are chosen for illustra-
tive purposes that represent management issues facing USACE planners.

Models énd Decisionmaking

Jse of the estimated models

One major reason to estimate any model is to use for structural analysis,
which is an investigation of the underlying relationships that govern the
decisionmaking of visitors to USACE reservoirs in order to better explain
relevant recreational behavior patterns. For the RRDM, structural analysis
involves the quantitative estimation of the interrelationships among the vari-
ables that affect the demand for recreation at USACE projects. In addition to
estimating the RRDM coefficients, structural analysis is concerned with inter-
preting of several critical coefficients. For the RRDM, these include

Chapter 5 Management Applications



coefficients on travel cost, water quantity at USACE reservoirs, income,
facilities, and substitute recreation opportunities. Structural analysis is of
considerable importance for managing USACE reservoirs, because the esti-
mated sign and magnitude of the coefficients in the demand model provide
insight into the consequences of management actions on recreation demand
and benefits. Estimated coefficients also provide an estimate of the effects of
factors, such as emerging demographic trends, beyond managers’ control.
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A third reason for building RRDM, and arguably one of its most important
for USACE, is evaluating the consequences of management actions. This
objective refers to a situation in which a decision maker must select one man-
agement action, called a “plan,” from a given set of alternative plans. An
important example is water resources planning, in which USACE decision
makers must select among different investments in project facilities, drought
control efforts, and storage and release plans that affect recreational and total
national economic benefits in the watershed region. Management action eval-
uation is ciosely reiated to forecasting. In fact, forecasting and management
evaluation is characterized by a feedback system. A good forecast of visita-

al . L. YTOA/MYTY ot ______. L _ L___1 Lan om ek mes A~ EERTseememd S = iy,
110N at UDACLLE TesS OIrS Must D€ DAS€da, In part, on assumptions Concerning
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poiciiia: management aClions is paruy 0as€a Omn 10récasis o1 uif et o1
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Examples include emerging demographic patterns, droughts, floods, and deci-
sions of other water managers

Use of models inside versus outside observed data range

Use of any econometric model for forecasts inside the range of observed
data (interpolation) produces better results than forecasts outside the data
range (extrapolation). This study’s RRDM is no exception. Application of
the RRDM to assess the effects of changes in demographics or site facilities
will produce the best results for values of those variables inside the range used
to fit the model. For example, the Sacramento District model was fit using
visitation data responding to a drought period. The model user shouid be
cautioned that visit and benefit forecasts for the Sacramento District modelis
are expected to be less accurate over a period of several
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level are expected to produce better results
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These problems can be overcome somewhat by building the database in the
first place with wider variation in the range of all the variables. However,
this requires more data. In this case, more visitor survey data typically are
expensive or unavailable.

Generic versus district specific modeis

The generic model is estimated for the purpose of producing national trans-
ferability to a wide range of potential management applications. For appli-
cations of the RRDM to management questions outside the Sacramento,
Nashville, and Little Rock Districts, the generic model is expected to produce
the most reliable estimates of recreational visitation and benefits. Greater
reliability is expected because data for the model are collected over a wide
range of demographic, economic, and project operation conditions likely to

encompass the range of conditions nationally.

The district-specific models were estimated for the purpose of producing
good predictions of management actions within the given district. Thus, for
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Recreation benefits are derived from visitors’ willingness-to-pay (WTP) for
recreation trips to USACE projects. Visitors have a WTP value associated
with the amount of use of a project. The cost to the consumer of recreation
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Predictions of visits into the future can be done for any number of years.
Of course, the accuracy of such forecasts is expected to decrease as the fore-
cast is attempted further into the future. Short-term forecasts are likely to be
the most accurate. This report considers long- and short-term RRDM fore-
casts. In a long-term forecast, predictions are made for many years starting at



a baseline year, where predicted visits have been adjusted to equal actual
visits. For short-term forecasts, visit predictions can be constantly adjusted so
baseline visit predictions are always accurate. Examples of both types of
forecasts are given below.

As one example, a comparison between short- and iong-range within-
rict orecasts is made using the Sacramento District This district is

o T U Y,

OL.
P‘P

10 U U

ré constant. CLonse-

3

=
Q
=1

&
g =

o ©
D

2 n
o 9

<
e
7]
=
g B
1
[0
=3
n
.
Q
=
7
3
S
[«
[q])
=§
=

dav
=d

=
=
o0
(¢]
o]

¢
»

[y
O
.8
U)
v o]
o
.8
=
7]
[¢]
-~
=
[¢]
_
)
00
W
<
s.
9

g
CD
=
f)
-
Ll
.3
Y
B
=]
wn
]
3
[¢')
3
- .
=
t
:I’
bl
o
=1

compared with known visitation totals at each s1te Model performance w1ll
be judged based on the accuracy of the predictions. Accurate information
regarding all facility levels is assumed. Thus, the actual water levels for the
years is used to calculate the variables CV and PCT_FULL. Also, population
levels are updated for each year. Other demographic variables are left at the
same values used in the original dataset (from the 1980 census data). Finally,
travel costs are updated annually using data from the Motor Vehicle Manufac-
turers Association (1992), but are expressed in 1980 dollars. All benefit

values are updated to 1994 doliars using the inflation factor from the
U.S. Consumer Price Levels in Table 3 (Federal Reserve Bank of St. Louis
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88, the ave ad fallen to 67.0. Water
levels were still low in 1991 (PCT FULL verage of 69.7) but r i

average value of PCT_FULL durmg the years the Sacramento District was
surveyed (1983 through 1985) is given as 90.18 in Table 5, prediction of
visits when PCT_FULL is significantly lower may prove unreliable. Also,
CV values were slightly higher during the drought due to extremely low levels
late in the recreation season. While most reservoirs were significantly
affected by the drought, the impact was minimal at Lake Mendocino. During

1986 through 1993 the average vaiue of PCT FULL at Mendocino was 97.9.
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2.0) and Black Butte Lake (PCT_FULL average of 88.3 ). The arougnt
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data. The first step in the forecasts is to adjust predicted 1985 visits (day use
and camping) for each site to be equal to actual 1985 visitation. This is done
by adjusting the constant term in the model. A separate day-use and camping
constant term adjustment factor is calculated. The adjustment has the effect of
setting predicted visits within the market area equal to calculated visits within
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the market area. Then the proportions
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The dataset for each site is updated for each year of the prediction using
the actual year’s data for POPULATION, CV, TOT_COST, and PCT_FULL.
The other variables remain constant during the simulations. Using the new
data, a visit prediction is obtained for annual day-use and camping visits at
each site.

A common test of a model’s reliability is to compare predicted results to
actual results. In all eight of the double-log models, the basic equation esti-
mated is
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(53)

One problem with using Equation 53 to predict the dependent variable is
that the expected value of (¢) is not equal to 1.0, and the use prediction will
be biased (Stynes, Peterson, and Rosenthal 1986). The term (¢f) is log-

normally distributed with a mean of ¢*“’? and a variance of [(e¢”) * ((e”) - 1)].
The bias enters multiplicatively and is corrected through the constant term.
Stynes, Peterson, and Rosenthal (1986) emphasize that the transform bias
appears only in the constant term and not in the price coefficient or other elas-
ticity estimates. Thus, estimates of per-user benefits from double-log models
will be unbiased. Estimates of total benefits using the predicted visits from

the model will be biased, as will predicted use.

Several statistically based adjustment or calibration factors have been pro-

posed in the literature. For example, instead of using the constant term (e®),



an asymptotically unbiased constant term ( e’ + s%) can be used. If data on

actual visits are available, then Stynes, Peterson, and Rosenthal (1986) suggest
an empirical basis for adjusting the constant term. This adjustment depends

on the ratio of observed visits at a site to the predicted visits using () as the
constant term.

Predicted visits can be calibrated through the constant term in such a way
that the sum over counties equals actual measured visits. Calibration holds
much appeal when using the model to assess effects of management action at
projects with existing reliable visitation data. Because elasticity estimates are
unbiased with proper specification, visit predictions for management changes
shouid use actuai visits as a baseline. Using any other baseiine may predict
unreliable visit changes that are difficult to support for evaluating management

nnnnnn T+ abhrniild ha amenhaonimad that thaoca nalilientine Fontnea nnn ka naa.«l
a.u.lutm 1l JIVUIU UT TlHpIIAdILZCU Liial UITdL Lvalluliadtivil 1aviuld vall U
7 + X
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Ulu] Vil FIUJUVLD AVUL VVillwil 1WwilAUiliw VYVioIlWLiVIL uaLla alvw avaliavisw AAR YLV CERSINIVES
the model for nredictine vigite and benefits at new nroiects adel calibration
the mo precicting visiis ang penefis at new projects, moeaQe! ca:ipration

is inappropriate.

Once predicted visits equal measured visits to correct for bias and produce
realistic management recommendations, the next issue is which level of visita-
tion should be adjusted. In the zonal model in this study, visitation can be
adjusted at the county level, the project level on an annual basis, or an aggre-
gate project level. For a project surveyed in only 1 year, project level adjust-
ment would consider only that year. If a project was surveyed in multiple
years, then the adjustment factor may differ by year.

hree potential appucauons may requlrc aawsrmcm faciors. First, fore-

asiifnig visitation for any plu_’cu where visitation is Known u:qu €s calibrating
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visits at Black Butte in the Sacramento District, and actual estimated visits in
the market area are 706,177. If the model nredictions are multinlied by a

A% 22iRisvws eawis B A2 AL AAAUNSVL pATRAILLATLAS QLT dditeaiuipaabie

constant ad ustment factor of 206,177/121 600 1.69, the model pre d_ ts
correctly.

Next, the model could be applied to any project in one of the three districts
where visitation is unknown, such as a proposed project. However, the reli-
ability of predictions will also be unknown. This application would require a
district-level adjustment factor. For example, if the Little Rock District model
over predicts visits at existing projects by a factor of 2.0, on average the
adjustment factor for a proposed project in the Littie Rock District using the
modei is 0.5, uniess more locai information is avaiiabie.

Finally, application to a project with unknown visitation in a different
Aictrint vmnir manaccitnta smnra canarin adinnctmant fantare Whila it 1¢ y1innlaar
Gistrict may necessitate more generic agjustment 1aCiors. il it 1S unCilar
haw tha mndal chanld hact ha annlied to dictricte anteide the three-dictrict data
ARV YY Ll 1LIVWWL DIV ULIMW UwOoL Uw utltlll\r\-l WU WAATLA AW LAY AW A WSAJLA AWEL wEiALia

o,
cet. maximum information should be used. For examnle, if the three-district
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pooled model over predicts visitation by an average factor of 3.0, the adjust-
ment factor required when applying the model to a project not yet built in any
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other district should most likely be 0.33. However, in this case the model
reliability is even less certain.

Table 16 presents unadjusted predicted visitation for each site included in
the analysis using the parameters estimated for the individual district models
shown in Tables 12 to 14. Visitation predictions are averaged for sites sur-
veyed in multiple years. Most unadjusted visit predictions are lower than the
estimated visit totals.

Results for long-range visitation predictions are given in Table 17a-h, with
percent error of the use prediction given in parentheses. Of the day-use pre-
dictions, nearly one-half are within 20 percent of actual visitation and nearly
three-quarters are within 50 percent of actual. The camping predictions are
slightly more accurate. Again, about one-half of the camping predictions are
within 20 percent of actual values but over four-fifths are within 50 percent of
actual. Note that predictions for some sites are much better than others. For
the three sites least affected by the drought in the Sacramento District
(Mendocino, Black Butte, and Kaweah), the average percent error, using the
absolute value of the percent error, is 25 percent for day-use predictions and
only 18 percent for camping predictions. Meanwhile, the three sites most
affected by the drought (Success, Pine Flat, and New Hogan) have an average
error of 38 percent for the day-use predictions and 24 percent for the camping
predictions. These results suggest that long-range visit forecasts are more
accurate if the values of the independent variables are within the range of
those used to estimate the model.

The other type of within-district predictions considered are short term.
These allow annual updating, so visits are predicted only for 1 year ahead. In
this case, visits are adjusted through the constant term, so baseline predicted
visits are correct. The same constant term adjustment factor is then assumed
for the next year. The annual predictions are again made for the Sacramento
District using the years 1986 through 1993. The first predictions are made in
1985 for the year 1986. These predictions are exactly the same as the long-
range forecasts above for 1986, because visits are adjusted to equal 1985
visits. However, in the short-term forecasts, predicted visits for 1987 are
adjusted so 1986 predicted visits equal actual visits in 1986. The constant
term is adjusted annually so visits in year k will always be correct to make a
visit prediction for year (k + 1).

An example illustrates how this adjustment is made. Applying the Sacra-
mento District day-use model (presented in Table 14) to Black Butte Lake
gives a raw visitation prediction of 121,600 in 1985. The estimated actual
total day-use visitation at Black Butte Lake is 235,093 (Table 1), but only
87.7 percent of these visits, or 206,177, occur within the market area. To
determine the constant term adjustment factor that makes predicted visits equal
actual visits, figure

In (206,177/121,600) = 0.528 (54)
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Applying this adjustment factor to 1986 gives a prediction of 200,100 within
the market area or 228,200 total. This prediction is too low compared to the
actual 1986 visitation of 284,800. In order to make a 1987 prediction, 1986
predicted visits must be adjusted to equal actual 1986 visits. Because the
0.528 adjustment factor is too iow, the new adjustment factor must be higher.

ae 2L

An additional adjustment, 4,, must be determined such that the following
mmram i a1 A £ tlan 1TNOL s Al bl mann
cquailty 1101US 101 UIC 1700 pIcaittiul
favn (R 4+ N8I 4 AN1 /avn (R 4+ DR8I/ = (V/V) (55)
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A, = the desired adjustment factor

(Y,/Y,) = ratio of actual to predicted visits, for example 2.0 if
actual visits are twice observed visits

Cancel terms to produce
A, = In (Y/T) ' (56)
So, similar to the original A,, the additional constant adjustment term is the

natural log of the ratio of actual to predicted visits. For the Black Butte
example, the log of the ratio of actual to predicted visits is given as

Tsx 17QA QNN/NNQC ANN — N NI e
1 (284,000/228,200) = U.222 (57)
The final ranctant tarm adinetmant fartnr far 10246 wnnld than ha N §9Q L
A dlw 11i1Q1 WwUVILOLWALIV Lwllll auJuDllllUlll AAWLUL IVL 170U YWUULIU LIIViI UV U.J&LOU T
0.222 = 0.750. A similar calculation would be nerformed everv baseline
U242 o0, aicuiation wouid be periormed every paseine
vear. The criterion for adjustment is always setting predicted visits equal to

Results of short-run visitation forecasts are given in Table 18. The aver-
age results are slightly more accurate than the long-range forecasts. About
one-half of the day-use predictions are within 20 percent of actual and three-
quarters are within 50 percent of actual. For the camping predictions, over
half are within 20 percent, while nearly all are within 50 percent. Again,
sites least affected by the drought in the Sacramento District had the best
predictions. Unlike the long-term scenario, adjustment increased the accuracy
of some predictions during the drought. For example, camping predictions
for Eastman Lake are more accurate with annual adjustments. The average of
the absolute error percentage without adjustment is nearly 100 percent but

alls to 25 percent with annual adjustments. Note that t icti
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Forecast results nroduce the followine conclusions. When conditions at a

produce the following conclusions. When conditions at a

project are similar from the base to the forecast years, the visit predictions of
the model are likely to be most accurate. However, when conditions differ
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from those used to construct the models, predictions are typically in consider-
ably greater error. Similarly, visit predictions are more accurate for sites that
nave nearly constant water levels and minimal variability in water levels

presenting concepts and results of ad}ustment factor calculatlons= 1t is 1mpor-
tant to remember that the market area restrictions are not intended to capture
all visitors. Each market area captures a known proportion of total sample
visitation for each site. Thus, the sum of all predicted visits should be
adjusted to reflect this same proportion of total visitation. Table 10 gives the
proportion of total sampled visitors captured by the market areas for each site.
The analysis for 5 of the 26 sites includes less than 75 percent of total sam-
pled day-use visitors. For camping visitors, analysis of nine of the sites
inciuded less than 75 percent of total sampled visitors. The district averages
are a linear average of the sites in the district. Weighing each district equalily,
the market areas capture an average of 85 percent of aii aay users and 76 per-

cent of campers. These percentages are used in applications to other districts
as described in more detail below

The constant term is calibrated for the purpose of assuring that total pre-
dicted visits for the model equals estimated total visitation within the market
area. The unadiusted prediction of total visits, Y, is based on estimated coef-
ficients. If actual total visits within the market area are estimated to be Y,
then Y, needs to be multmhed by a factor of (Y,/Y,). The appropriate adjust-
ment factor will satisfy the following equality

[exp (B, + A.)] / exp (By) = (Y/Y)) (58
where all terms are defined in Equation 55.
Multiply each side by {exp (8,)] to produce

exp (B, + 4) = (Y/Y,) * [exp (By)] (59
Because [exp (8, + A,)] equais {exp (8y)* exp (4,)], Equation 59 can be
simplified by dividing each side by [exp (8,)] to get

exp (4) = (1Y) (60)
Take the natural log of both sides to solve for 4, as

A; =In(Y/Y) (61)

Therefore, based on the intercept term presented in the Tables 11 through 14,
the intercept is adjusted as shown in Equation 61. For example, turn to the
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intercept in Table 12 of 0.240 for the day-use Little Rock model. If actual
day-use visits at Beaver Lake were twice as high as predicted, then 4, =
In(2.0). That is In(2.0) = 0.693 should be added to the intercept. The modi-
fied intercept would be 0.240 + 693 = 0.933, to predict correctly. The
adjustment factor is simply the natural log of the ratio of actual visits to pre-
dicted visits.

Consider the first situation where adjustment is necessary: forecasting for
a site with known observed visitation. This site may be included in the three-
district analysis of this study or an unstudied site in another district. In either
case, visit predictions in the present year can be adjusted using Equation 61 so
the total equals actual visits. From manager’s perspective, the important
factor to consider is that a credible baseline is used (predicted equal actual
visits).

For example, suppose one wishes to forecast visits for a studied site in the
Little Rock District several years after the study data were collected for a
certain policy proposal. The Little Rock models are based on data from 1985,

_but the policy forecast might originate in the present year (1994). For a
particular site, take the day-use and camping Little Rock models presented in
Table 12 and adjust the constant term and market area totals so predicted 1985
visits equal actual 1985 visits. A separate adjustment factor for the day-use
and camping models would be obtained.

Before the model can be used to forecast for future years, the models
should be updated to the current year (e.g., 1994). Predicted visits in 1994
should match observed visits in 1994 before proceeding to forecast. The
adjustment factors that correct the model’s predicted visits in 1994 will not
equal those factors used to correct 1985 visit predictions. Differences in
adjustment factors present an indication of the reliability of the models over
time. A stable adjustment factor over time seems to support a model that can
be applied reliably over time. An unstable adjustment factor may indicate that
the coefficients of the model are changing over time and the ability of the
model to forecast future visits is weak.

Because nearly 10 years of data exist between the surveyed years and the
1994 application, the stability of the adjustment factors over time was tested.
Predicted visits can be adjusted to equal actual visits for the last year a site in
this analysis was surveyed. For example, Hensley Lake was last surveyed for
this study in 1985. Predicted 1985 visits can be adjusted to equal 1985 actual
visits for both day-use and camping visitors using Equation 61. The resulting
1985 adjustment factors can then be applied to simulated visit predictions from
1986 to the present using values of the independent variables for the appropri-
ate years. Thus, a 1985 forecast using perfect information of the future is
made for the years 1986 to the present. Simulated visit predictions are com-
pared to actual visit totals. Visit predictions similar to actual visit totals indi-
cate that reliable forecasts can be made with the models. However, if simu-
lated predicted visits are greatly different from actual visits, then using the
models for forecasting future visits is limited. Nevertheless, the model can be
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used to evaluate the consequences of resource management actions if visits are
calibrated correctly.

From this finding, a confidence interval for forecast visits is obtained.
Also, trends may become evident. For example, predicted visits may remain
constant while actual visits continue to increase. This may signify that a shift
in recreation preferences not explained by the variables included in the models
is occurring.

For a second type of management application, visitation at a site in one of
the three districts is unknown. Because visitation can be adjusted such that
predicted visits equal actual visits, information from the other sites in the
district must be used. An average adjustment factor for the district can be
calculated from the site-specific adjustment factors. Note that the individual
site adjustment factors may vary significantly within a district. If so, then
predicting visitation for a site with unknown visitation will be subject to error.

For districts with widely variable adjustment factors, it is best to choose an
adjustment factor from a similar site rather than the district average.

The final management application that requires adjustment factors is apply-
ing the models to sites in other districts with unknown visitation. Average
adjustment factors can be calculated for the pooled models. This case is

similar to the above situation, but the likelihood of large errors is greater.

Underlying recreation behavior in different districts may be dissimilar from
the three studv districts included in the models  In fact recreation hphn\nnr in
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the three districts included in this study may be different.

Table 19 reports the average adjustment factors for all sites included in this
analysis. For sites surveyed in multiple years, the adjustment corrects total
visitation over all survey years. The adjustment factors are calculated using
Equation 61 based on the natural log of the ratio of estimated total visits in the

market area to predicted visits within the market area.

A positive adjustment factor means that predicted visits are less than actual
visits. Of the 26 sites included in this analysis, negative adjustment factors
result for only 5 sites for day-use visitation and 1 for camping visitation.
Thus, using a positive adjustment factor for a site with unknown visitation
provides nearly 90 percent confidence that the adjustment is in the correct
direction.

Because the adjustment factors involve an exponential function, small
differences in the adjustment factor can reflect large differences in the ratio of
actual visits to predicted visits. For example, for the camping model in the
Little Rock District, Beaver Lake has a constant term adjustment factor of
1.209, while Blue Mountain Lake is 1.671. These values appear similar in
exponential form. However, the ratio of actual to predicted visits for Beaver
Lake is 3.4, while the ratio is about 5.3 for Table Rock Lake.
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An average adjustment factor is given for each district. This value is not
the linear average of the site values given in the table. A manager would
want to predict actual visits on average rather than the log of actual visits.
The appropriate district average is then based on the average ratio of actual to
predicted visits. The district average adjustment is caicuiat d s the narural

For management applications to sites in other districts with unknown visita-
tion, more general adjustment factors are required. Note that these generic
factors are not necessary for forecasting situations at sites with known present
visitation, in which case, the adjustment factors can be calculated for the

a
; s . In any forecasting situa-
tion where present v1s1tat10n is known adlustln of the models is a two-stage
Drocess. Fll‘St, apply the overall market area proportlons to estimate the
number of visitors occurring in the market areas. Thus, the 125-mile day-use
market area should contain about 85 percent of all day users, and the 175-mile
camping market area should capture 76 percent of all campers. Once these
proportions of total visitation have been calculated, then the constant term can
be adjusted to sum to these totals.

Universal adjustment factors would be applied to sites in other districts
with unknown visitation, such as a proposed site. Because the pooled modeis
in Table 15 woulid be used for sites outside the three GlStrlC[S adjustment

L,

factors need to be based on these models. The universal adjusiment faciors
are calculated by first obtaining an unadjusted visitation prediction for each
site (day use and camping) using the pooled models. These predictions are
given in Table 15. Predictions are summed for sites that were surveyed in
multiple years.

The next step is to determine the amount of day-use and camping visitors
e market areas for all sites. The total visit estimates in
Table 1 and h roportlon figures in Table 10 can be multiplied to obtain
estimates for the number of day-use and camping visitors originating within
the market areas. The constant term adjustment factor is then calculated as
the natural log of the ratio of estimated total visitation in the market area to

the visit prediction in Table 20.
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Consider an example of this calculation. Table 1 gives the total number of
1985 day-use visitors to Norfork Lake (in the Little Rock District) as

J - B

2,985,276. Table 10 shows that 0.710 of aii day-use visitors to Norfork Lake

originate within the 125-mile market area 1nus an estimated 2,119,546 day-
use visitors orlgmatea wumn the marfk
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Performing the above calculation for every site gives the adjustment factors
presented in Tabie 21. To caiculate an average, again find the natural log of

the average ratio of actual to predicted visits rather than the average of the

itS. 1Ne @

, these adjustments

hat include about 85 percent of all

s. On average
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day users and 76 percent of campers.

should produce market area p

As the above discussion suggests, application of the models is not straight-
forward and some discretion is necessary. Several simulations detailed in this
chapter show how to apply the models to different management situations and
highlight ways to overcome possible difficulties. Table 21 summarizes the
different constant term adjustment factors to be used in different policy
applications.

Benefits per visit

Consumer surplus is measured as the area under the demand curve above
the fee level as discussed in Chapter 4. Total benefits are fee revenue plus
consumer surplus. For day users to the USACE sites included in this analy-
sis, no fee is presently charged (early 1994). However, fees are charged for
camping. These fees must be considered in estimating total benefits but are
not a part of consumer surplus.

Unbiased estimates of per-user benefits can be obtained using the
unadjusted models for sites where visitation is known. The per-user benefit is
then multiplied by the number of known visitors to get an unbiased estimate of
total benefits, where visits totals are known. Otherwise per-user benefits are
multiplied by predicted visits using an appropriate calibration factor. To
calculate the per-user benefit of any given study project, first consider the
model used to predict visitation

Y, = exp (B) * (TOT..COSTo™) * (Xf) » - = (x*)  (62)

Equation 62 is used for illustration only. However, it is similar to all eight
models actually fitted. In Equation 62, TOT_COST, is the estimated travel
cost to the project from a particular county; the X's are values of the other
predictor variable and the 8’s are estimated parameters. Y is the unadjusted
visitation prediction. Actual visit predictions are given in Table 16

Total consumer surplus is computed as the definite integral of Equation 62.
The integral is evaluated at each county from TOT_COST, up to a travel cost
value that would reduce visits to a negligible level. Define this travel cost as
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TOT_COST,,... A table of integrals shows that total benefits for any given
county equals:

Benefits = [(Y,,, * TOT.COST,, /B + 1] (63
\VJy
- [(¥, * TOT_COST,)/B,. + 1)]

If TOT_COST,,, is set to an arbitrary high level, Y, is 0, and the first term
of Equation 63 is O for values of 8, not equal to -1.0. In this case, the esti-
mate of total benefits reduces to the much simpler expression

Benefits = - [(¥, * TOT_COST,))/(B,. + 1)] (64)

The issue of what value to use for the maximum travel cost is contentious and
to date unresoived. bome previous studies suggest using a finite maximum

o___t.1 71 nON

st. Smith a opp (1980) propose using the maximum observed
st i S
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sample. This choice assumes that at mgner prxces no visi-
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smgle-destmatnon travelers may still be observed. Anal
obtained from the Missouri River Division of USACE (Appen
this concept. From Appendix A, 90.9 percent of all single e-destination travel-
ers are captured using a 125-mile day-use market area and a 175-mile camping
market area. If both market areas are doubled, then the amount of single-
destination visitors included jumps to 95.8 percent. In the Missouri River
Division, about 5 percent of all single-destination visitors originate between
the actual limits of the specified market area and double the market area

limits.

Using the maximum observed travel cost as the threshold price as
described assumes conservatively that no visitation would occur at these

distances because no consumer surplus is generated. For this reason, truncat-
ing maximum travel cost at the high end of the chosen market area produces
conservative estimates of total benefits

Average benefits per user, when summed over all counties of origin, are
calculated hy dividing Equation 63 by predicted visits (¥;). These per-user
benefits are computed as

~
w
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Z [(¥,,, * TOT_COST, /(8 + 1)] - [(¥, * TOT_COST,)/(B + 1)] (65)
] VU,
Y Y

VAR 1}

=

where

AB = average per-user benefits, and the summation occurs over the
county index, i

Note that the term 8. + 1 is a constant. Therefore Equation 65 can be
expressed as

Y
B + 1) = (1, * TOT_COST ) - (¥,, » TOT_COST,,)
- l Py
AB = (60)
>
i ¥
i
Average benefits per user are thus shown io depend on actual and maximum
travel costs, the estimated coefficient on travel costs, and predicted visits at
both the actual and maximum travel costs
This study takes a conservative stand on benefit estimates by using the
maximum observed travel cost in the samples as TOT COST,,,. For the day-

use models, TOT_COST,,, is $26.13 for the Little Rock District (1980
dollars), $27.14 in Nashville, and $25.92 for the Sacramento District. For
the camping dataset, TOT_COST,,, is $34.58 in the Little Rock District,
$43.58 in Nashville, and $38.60 in Sacramento.

=1

Average per-user benefits for each project are presented in Table 22. The
benefit numbers shown in Table 22 have been multiplied by 1.80 times the
values obtained by directly applying Equation 66. Benefits are thus expressed
in 1994 doliars using the 1980 through 1994 inflation factor in Table 3. For
sites surveyed in muitiple years, the values reflect an average. District aver-
ages are welgntea by v1s1tauon across s1tes The per-user beneﬁts in Tabie 22
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Rock District, 20 Dercent in the Nashvﬂle DlS t, and 10 per
Sacramento District. The per-user camping beneﬁts increased b an average
of 44 percent in the Little Rock District, 89 percent in the Nashvnlle District,
and 31 percent in the Sacramento District. Thus, using a higher
TOT_COST,,,, makes only a small difference for the day-use benefits at a site
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but may increase camping benefits considerably. This issue is discussed
further in the next section when total site benefits are presented.

Using the log specification, total benefit values can be calculated using the
unbiased per-user benefits multiplied by an independent estimate of total visi-
tation. Using this method, the visit totals presented in Table 1 are multiplied

by the correspondmg per-user consumer surplus (benefit) estimates in

Table 22 to obtain total benefits. Results are shown in Table 23. For exam-
ple, at Beaver Lake in 1985, total day- use visits of 3,521,856 in Table 1 are
multiplied by benefit per user of $1.87 to produce $6,592,860 estimated total
benefits in 1994 dollars.

Generally, sites in the Nashville District produce the highest overall recre-
ation benefits due to high visitation and high benefits per visit. Projects in the
Sacramento District have the lowest benefits. However, recreational values
per acre foot of water are quite high in some cases, for reasons to be dis-
cussed in Chapter 5. Even though significantly fewer campers tend to visit a
site compared to day users, camping benefits contribute approximately 35 per-
cent of total site recreation benefit. Again, all benefits are in 1994 dollars.

As described in the section above, all benefits in the estimation sample are
calculated using a conservative maximum observed travel cost. Using a
mgu%i‘ maximum price, such as double the maximum observed iravel cost,
will increase total consumer surplus. While day-use consumer surplus will
increase only slightly by using a higher choke price (maximum market area),

camping benefits may increase significantly (nearly doubling in the Nashville
Usine double the maximum observed travel cost as the maximum

District). Using double the maximum observed travel cost as the maximum

price would result in total benefits of about $92 million in the Little Rock
District, $297 million in the Nashville District, and $34 million in the
Sacramento District in 1994 dollars. Averaged across the three districts,
using double the maximum observed travel cost as the maximum price will
increase total consumer surplus by about 30 percent.

The final factor to consider in estimating total site benefits is fee revenue.
While no day-use fees were collected at any of the sites during the survey
years, camping fees were collected. While exact revenue values are not pre-
sented, the national average for camping fees at USACE sites in 1985 was
$5.92. This converts to $4.53 in 1980 dollars. Note that every camper does
not pay the equivalent of $4.53 in camping fees. Rather, the camping fee is
collected from the entire visitor party. Data on average number of visitors
per vehicle is available from the visitor surveys. An average was calculated
for each site. The total number of camping revenue payments is assumed to
equal the total number of camping visitors divided by the average number of
visitors per vehicie. Table 24 gives the estimate of total camping revenues
and total economic benefits for each site updated to 1994 dollars. Total

~
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Camping revenues tend to constitute a small portion of total economic
benefits. In the Little Rock and Sacramento Districts, camping revenue
receipts comprise about 10 percent of total economic benefits, while in the

Nashville District, the nronomon is only about 4 percent. This evidence
suggests that fees collected at recreation sites produce a very small percentage
of total economic benefits. Instead, consumer surplus constitutes by far the
greatest majority of total economic benefits of recreation sites at USACE
projects (Chapter 4). Put differently, under current pricing policies at
USACE projects, over 90 percent of recreation benefits received by onsite
users are free.

incrementai benefits from faciiity improvements

Recreation managers are typically required to allocate resources across
competing opportunities. One important issue, especially in the Sacramento
District, concerns the economic value of water for different competing uses,
such as municipal water supply, irrigation, hydroelectric power, and fish and

The calculation of incremental benefits resulting from a one-unit addition to
any of the facilities is simplified because only the change in predicted visits
needs to be estimated. Appendix E graphically illustrates application of the
RRDM to selected management issues. Per-user benefits are independent of
the level of facilities using this study’s demand equation. To show this, refer
to the term for per-user benefits given in Equation 66. With a change in
facility levels, the parameter estimate for the travel cost variable and both
actual travel costs and maximum travel costs from the edge of the market area
remain constant. The second term in Equation 66 remains constant. The only
terms that change from facility improvements or reductions are ¥,  and Y.

To see why resource qualities (facilities) have no effect on benefiis per
user, suppose that a certain Iacmt'y variable has a value of m. For example,
e remam ~ P foms Laa see —— MM cainealin .. Thioc tramin T antare 1nt

visit predictor Equation 62 multiplicatively as (m a"‘) , where 8m is the esti-
mated elasticity of the facility. Increasing the value of the picnic tables to
(m"’") (m + 1) = 201 will cause visits to increase by a factor of [((m

+ 1)"’")/(m"”‘)] = (201)*’”‘/(200)”"’. Predicted visits at both the actuai an

maximum travel costs will increase by the same proportion. Because th se
two terms are expressed as a ratio in Equation 66, the ratio remains constant

d per-user benefits are unaffected by a change in the facility level. Thus, if
pic: vic tables are increased from 200 to 201, users and total benefits increase
by the same proportion and average benefits per user are unaffected
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The unadjusted model predictions can be used to calculate the incremental
value of one more unit of any project variable because the constant term
adjustment factors are also multiplicative. To calculate this incremental value
of a project variable (e.g., water quantity), begin by recording unadjusted visit
predictions. Then, add a value of 1 to the particular facility variable under
study, e.g., one more surface acre of water. The ratio of new predicted visits
to original predicted visits is recorded. The predicted change in visits is

muitiplied by the average benefit per visit to produce an estimate of the incre-
mental value of one more unit of the project variable in question. This
method of analysis is used to estimate incremental values of one more unit of
all the project variables that entered the model. Results are in Tables 25a
through 25f. For example, in Table 25a, the incremental annual benefit of
one more full service marina at Beaver Lake is $96,000. In Table 25b, the
annual value of increasing swimming beaches from 11 to 12 at Beaver Lake is
$33,700. The other Tables 25c through 25f have a similar interpretation

Several assumptions are implicit in the calculation described. First, there
must be a demand for the additional facilities. If facilities are never fully
utilized, then the incremental value of additional facilities is 0. Second, the
increase in facilities is assumed to have no negative impacts on visitation for
factors not included in the model. For example, construction of additional
parking facilities is assumed to have no adverse affect on the visual quality of
the recreation site, that is a factor not in the model. It is also assumed to
have no effect on other quality variables in the model. For instance, because
picnic tabies are statistica‘liy important in the day use models but not the

I U T Lo L2 £ Py iy

camping models, only day users are presumed to benefit from picnic tables
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Tables 25a through 25f also present estimates of the incremental value of
improving all facilities at all projects by a single unit. These values are dis-
cussed over the next few pages. Results on several of the facility variables
presented in these tables provide a check on the plausibility of the estimated
coefficients. Despite estimated elasticities, a one-unit increase in certain
facilities may nevertheless have physical limits on the amount of additional
visitors that can be accommodated from that improvement. While beaches
and marinas can be used by many visitors at once, other facilities can only be
used by one group of visitors at a time. A parking space can oniy contain one
car at a time. Physical limits aiso exist for boat launch ianes, picnic tabies,

and camping sites. For the visit increase predictions io be plausible, physical
limits of the facilities should not be exceeded

1F 1

If a day-use parking space is used by three vehicles per day with four
individuals per vehicle, then 12 visitors per day can use a parking space. If
the space is used 250 days per year, then an upper limit of about

~
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3,000 visitors per year can use one parking space. As shown in Table 25e,
model-predicted visits from a unit increase in parking spaces are well below
this limit. Thus, the model predicts that additional parking spaces will not be
used to capacity. It is of some interest to note that the most additional visitors
fora umt increase in parmng spaces ro any stuay project is 640 at Laxe

istr in fact, Sacrament
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additional visitors should be expected ‘with a new launch lane. All but a few
predictions in Table 25c are below 60,000 visitors, with a low of 770 at Table
Rock Lake. The maximum amount of visitors predicted is 88,000 at Lake
Kaweah. High demand for boat launch lanes is evident at several sites in the
Sacramento District. A recreation manager at these sites can best determine if
the visit predictions are reasonable.

In cases where the predictions of the models appear unrealistic, qualitative
interpretations may still provide insight. For example, if the prediction of
83,160 per anum new visitors at Lake Mendocino produced by one new boat

launch lane stretches the bounds of cremmmy, the modei stili provides the

...... m~mremm 2l 4 o

signal that demand for additional lanes is higher at Mendocino than at most

table is used by four grou day u id each group has a maxi-
mum of eight people, then about 30 day-use visitors could use a picnic table
in 1 dav If a table is used 250 days per year, then a maximum of ,bou

exceeded only at Norfork Lake in the Little Rock Dlstrlct, when an added
table generates a predicted 15,850 added visitors (Table 25f). Most sites have
predicted visit increases of less than 3,000.

Finally, camping sites can only be used by one visitor group per day.
Because USACE records indicate that campers stay an average of 2.43 days, a
camping site used 250 days per year should accommodate about 100 camping
groups per year. If each group contains about five visitors, then about
500 campers can use a camp site annuaily. In response to an additionai camp-

ing site, the maximum number of predicted visitors is 450 at Miliwood Lake
2em aL . T Zaal_ W__ 1. TNZ_ a2 ST_L1_ AL I\ MLl e e X2 e PR -
1 UIC LILIC KOCK LJISIICL (1dDIC £04). lllb' average prculcu:u lIl(.I'Cd. m
visitors is about 120

! Personal communication with Joe Holmberg, Chief, Natural Resources Management, Sacra-

mento Ulbl[lbl, 177‘#



In all but a few of the visit predictions, the values are within the bounds of
reasonable physical limits. The plausibility of the visit predictions support the
validity of the coefficients on the facility variables. Of course, a better test is
to count actual visit changes as a result of installing added facilities.

Another application of the modei involves estimating the economic impact

sc‘“‘"i-s and adding or removing facilities. An ex**npi oW
Mlisndbmntan oy ¢4 amaliraas arralh aAtiAna
HIUDLIALDD 1IUW W ldlyLC SULILI AVLIVILD.
A recent (1994) proposal has been made to construct additional parking
facilities at Lake Kaweah in the Sacramento District. Present crowding leads
nv visitors to park alon rby roadsides. A total of 130 new parking

spaces have been proposed for construction, which would increase the total
number of parking spaces to 379. The positive parameter estimate on parking
spaces in the Sacramento day-use model (0.243) implies that additional park-
ing spaces will attract more day-use visitors. Note that additional parking
spaces will not affect the predicted number of campers according to the
assumptions of the model.

The first step in determining the economic benefit of the additional parking
spaces is to adjust the model so predicted visits equal actual visits for the most

recent year (1993). Using the Sacramento District day-use model and substi-

PRV TRAATUT VY A FEVWART SN T PN s ST

tuung in the 1993 values for POPULATION, CV, TOT _COST, and

T ™rrTy v a1 _ _ Xt . 1 __ .1t PR [ U e X _ .t LY _____ _ o
PCT_FULL, the unadjusted within-market area visit prediction for Kaweah is
1L£L0 ONN A mdeenl Boc. canin colnlen me TV meenan L 2 10N e LN ENN T Toatem~ L~
107,0UU. Alludl Ud)"UbC VISIL dl NdWCdIL 111 1770 4IC DUD,0UV meg ‘HC
0.842 proportion of visits that occur within the market area (from Table 10),
estimated actual visits within the market area are 508,100. The calculated
constant term adinetment factar then hecomec

ant te stment factor then becomes

In (508,100/169,800) = 1.096
Thus, the correct day-use visits for Kaweah for 1993 are predicted by using a
constant term of 6.956 (the value given in Table 14) plus 1.096, or 8.052.
With this adjustment factor, the model predicts the correct 508,100 day-use
visits.

Once the correct visits are predicted by the model, the value of PARKING
is increased from 249 to 379. The model, still with the adjustment factor of
1.096, then produces a within-market area visit prediction of 562,400.
Expand this to obtain total predicted visits by multiplying by (1/0.842), or
1.188. This produces a total for predicted visits of oozs 10(‘) This represents
about an 11 percem mcrease in total annuai isitation due to the additional
parking spaces. Using the integration pro ' i
per-useér consumier surplus for da'y us

€1 2Q 71Q2N Anllarg) a o
P1.50 (170U Uvlaid). 1L alliua.
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This amount of $89,000 is updated to $160,200 in 1994 dollars using an
adjustment factor of 1.80 to account for inflation between 1980 and 1994
(Table 3). The $160,200 recreation benefits produced by the additional park-
ing can be compared to the annualized equivalent cost of installing, operating,
and maintaining the facilities to decide whether their additional benefits exceed
their additional cost at Lake Kaweah.
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In using the described method of forecasting analysis ol management
actions, several points should be kept in mind. First, using of the double-log
algebraic functional form model has the effect of preducing a constant value

Second, the benefit estimates do not consider any external benefits or costs,
such as environmental or scenic impacts. Installation of parking spaces may
decrease the aesthetic quality of a site, but the ability to estimate these costs
lies outside the scope of the model. Also, the model assumes that other facili-
ties are not limiting factors to visitation. For example, an increase in parking
spaces may provide little benefit if facilities do not exist to accommodate the
additional visitation. The importance of these various points is perhaps best
determined by site-level recreation managers who have the opportunity to
observe visitor behavior. Site-level visitor surveys may also be a useful com-
plement to the modeling approach described in this report to obtain input on
potential management actions.

Effect of Emerging Demographic Patterns on
Visitation

USACE projects depend on numerous demographic factors. Forecasting visits
based on projections of these factors are performed similar to forecasts of
visits based on changes in a site-level variable. However, for this case the
site-level variables are held fixed. Projected demographic factors projected
may include population, income, age structure, and ethnic proportions. Fore-
casting the consequences of visitation at USACE projects resulting from
anticipated changes in demographic patterns in a project’s market area is an
important issue. To perform such a forecast, the model user only needs to
insert new values for these demographic variabies in the visit prediction modei
to obtain new visitation predictions.

In addition to project variables, travel costs, and substitutes, visits to
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To investigate the influence of these demographic changes, long-range
visitation projections were made for the Nashville District for the years 1990,
1995, 2000, 2005, and 2010 (Table 26). For these projections, the variables
POPULATION, OVER_65, and MINORITY were projected to change at the
same rate as is projected for the entire U.S. by the Bureau of the Census.
Over this period, all three variables are projected to increase. By 2010, popu-

lation is projected to be about 1.25 times 1985 levels, resuiting in more recre-
ation visits. This increase due to popuiation growth will be offset, however,
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Visitation data for 1990 can verify the accuracy of these projections. The
1990 projected visitations are about 2 percent higher than actual visitation in
1985. In reality, most sites in the Nashville District experienced an increase
in visitation of about 20 percent between 1985 and 1990. Visits for two sites
nearly doubled during this period, and visits at Laurel River Lake tripled.
The 1990 forecasts (Table 26) are lower than actual 1990 visit totals in all
cases. Whether these projection errors are the result of fundamental changes
that have occurred in the tastes and preferences of visitors or the result of
short-term changes in unmeasured variables such as weather remains to be
seen.

impacts of User Fees

A basic assumption of the travel cost model is a visitor’s response to an
increase in travel costs at a given project is the same as an increase in the
entrance fees at that project. A $1 increase in user fee is presumed to cause
visitation to change by the same amount as a $1 increase in travel costs from
the visitor’s home to that project. Consequently, the visitation impact of a
user fee is estimated by increasing the vaiue of TOT_COST for each county in
the market area. Other demand predictors, such as the travel cost to substitute
sites or qualities at the project and at substitutes, are held constant.

T A Anlanlata tha nnto ~F a A 1 Antennn 'ane haoi n rals

10 CarCuiate uic impacis o1 4 Ciange in enirance ieés, ocgin 1 & Caii-
hratad mndel that cate nradictad vicitatinn enanal tn acrtnial vicitatinn at a given
vialtvud 1ii1vuwl uiiat ovio Plbul\il\iu Y io1itativil U\iua‘. VvV aviudal vioitalivii av a 5‘ Y \wik
nroiect redicted vicitation with the entrance fee is then estimated bv addine
project. rredicted visiation with ine emrance 1€C 1s nen estimaled dy acdding
the amount of the proposed entrance fee to the variable TOT _COST for that
project only.
r->J J

The impact on benefits resulting from a change in entrance fee is more
complicated than the impact of changes in a facility variable described above.
Consider the example of increasing the entry fee by $2 per trip. With a
resulting change in TOT_COST of $2, Equation 66 shows that per-user bene-
fits will change. Per-user benefits tend to increase with fee increases, though
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decreases are possible. TOT_COST,,, in Equation 66 is still used correctly as
the upper limit of travel cost from visitors at the edge of the market, so it is
unaffected by the $2 fee. Therefore, TOT_COST,,, is still the correct price
over which consumer surplus is measured. However, the value of observed
travel expenditure, TOT COST,, will increase by $2 as a consequence of the
added $2 entrance fee. Figure 3, in Chapter 4, shows that total benefits
decline with an increase in entry fee. That is, even if per-user benefits
increase with a fee, total number of users decrease by a greater percentage.

Campers and day users are expected to have quite different responses to a
fee change. Campers were charged fees at the time of the surveys in the late
1980’s, and the analysis below considers the impact of an increase in fees. In
all models estimated, the elasticity of visitor demand is considerably higher
for day users than campers. Thus, our results suggest that day-user visitation
will decrease by more than camper visitation in response to a similar fee
increase. This behavioral response is expected because any imposition of fees
upon day users represents a significant change from no fee. Because campers
already pay a fee, price elasticity (response) of demand is higher for day
users. Also USACE camping fees are typically lower than substitute camping
opportunities, so camper visitation should decrease more moderately than day-
use visitation with equivalent fee increases.

Tables 27a and 27b display how visitation is predicted to change with an
increase in fees per visitor. An increase of fees from $0.25 to $3.00 per
visitor is analyzed in five increments. Effects resulting from fee per party can
be completed by dividing by average party size. Values represent the propor-
tion of observed visitation at a particular fee level in relation to baseline fees.
Fee increases are measured in 1980 dollars for consistency with the rest of the
model. Also, fees for overnight visitors are normally charged on a per-party
basis rather than a per-visitor basis. '

Table 27a shows that day-use visitation is predicted to decrease signifi-
cantly if large day-use fees are imposed. Fees are measured in 1992 dollars
for the sake of illustration. Visitation is typically predicted to decrease by
one-half if a $1.00 per-visitor fee is charged; with a $3.00 per-visitor fee,
only about 20 percent of initial visitation is typically predicted. Other esti-
mated visitation responses to a variety of potential day-use fees are also
included.

Camping is less affected than day-use by fee increases (Table 27b). A
$1.00 per-visitor fee increase is typically predicted to cause less than a
20-percent loss of camping visitation. Because of the typically lower price
elasticities for campers, camping visitation can still be at 50 percent of base-
line even with a $3.00 per-visitor fee increase.

An example illustrates how a change in per-vehicle fees can be analyzed by
the model. Suppose USACE wishes to analyze the impact on visitation of a
$2.50 day-use fee at Eastman Lake in the Sacramento District compared to
actual visits measured in 1992. (In 1994 user fees of $2.00 were charged for
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use of boat ramps and beaches.) The first step is to convert the increase into
1980 dollars because 1980 is the base year for estimating the RRDM. The
Federal Reserve Bank of St. Louis (1995) gives a deflation factor of 0.587
from 1992 to 1980 dollars. That is each 1992 dollar is only worth about 59¢
in 1980 dollars. The $2.50 increase in 1992 translates to a $2.50 * 0.587 =
$1.47 increase in 1980 dollars. All individuals in a vehicle are presumed to
share entrance fees equally, similar to travel costs. Because the average vehi-
cle at Eastman Lake contains 2.93 people, the average increase in per-user
costs from the entrance fee is $1.47/2.93 = $0.50 in baseline 1980 dollars.

The model predicts that day-use visitation at Eastman Lake will decrease to
about 78 percent of the visitation level that would result with no entry fee
(Table 27a); actual day-use visitation at Eastman Lake in 1992 was 48,700
(Table 18b). For this reason, if a $2.50 day-use fee is charged, the 78 per-
cent translates to 37,986 visits with the fee. A similar analysis could be per-
formed for fee impacts on visitation forecasted for any year, e.g., 1995 or
2000.

As discussed above, per-user benefits change for different fee levels.
Benefits per user (total benefits divided by total users) tend to increase as the
fee level increases, though decreases are possible. In some cases, benefits per
visit increase by 50 percent or more for a large fee increase. That is, fee
increases tend to reduce total visits by more than total benefits. Where this
occurs, benefits per remaining visitor are higher with than without the fee
increase. Even with a $1.00 fee increase, a 20-percent increase in per-user
benefits is common. However, whether or not benefits per visit increase with
a greater fee per visit, total recreation benefits fall wherever fees are imposed
(as long as congestion is not an issue).

Figure 3, in Chapter 4, indicates the relationship between total benefits, the
fee per visitor, and total fee revenues. The figure shows that any increase in
fee per visitor must reduce total recreation benefits. If congestion is not a
problem, total recreation benefits to the public is maximized when the entry
fee is zero. However, zero fees are not always desirable, because resulting
revenues to the treasury are also zero. For this reason, the change in total
recreation benefits in response to an implemented user fee should be included
in an objective cost-benefit assessment of the action.

One striking result found with the entry fee management applications was
the proportion of day users that come from origins very close to the project.
It would appear that while local residents are using the project extensively,
many of the visits are for low-valued purposes, such as a place to eat lunch, a
park for taking the kids, that do not generate high economic benefits. While
more distant visitors visit less frequently, the higher travel costs assure that
only high-value trips, typically involving water craft are taken.

A consequence of this pattern is that an access fee causes a greater
decrease in the percentage of trips for close-by origins than for distant origins.
This asymmetric effect of access fees can be illustrated by comparing two
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counties of origin, one with travel costs of $2 per trip, the other with travel

costs of $10. Using our estimated price elasticity of demand from the pooled

day-use model (-3.352 in Table 15), an increase in the access fee of $0.20

would increase costs for the first county by 10 percent, resulting in a

34-percent decrease in visits T‘hat same increase of $0.20 would increase

costs for the distant county by 2.0 percent resuiting in a decease in visits from
-
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ramps or develoned beaches would impact visitation far lgss L-j a more
widely implemented fee, as it would allow nearby residents ontinue to use
the project for low-benefit uses, such as picnicking, w1thout paymg the access
fee. Similarly, some sort of season pass might be a low-cost way for nearby
residents to escape the most onerous effects of visit-by-visit fees.

The same pattern was less evident in camping visits. While nearby resi-
dents use camping facilities more than distant visitors, the pattern of high
numbers of low-valued trips is less pronounced than for day use. This result
occurs because increased travel distance or increased entry fees have a more
moderate effect on reducing camper use than on day use.

An important site variable to consider is water. Water is a resource for
which wise management is central to the mission of the USACE. Water
enters into the visit predictor regression equations through two variables:
SUR_ACRES and PCT_FULL. While SUR_ACRES is the fixed design size
of the recreation pool, PCT FULL can be varied by changing the water level
at a project. Thus, PCT_FULL is the appropriate variable to use in calculat-
ing the incremental value of reservoir management actions affecting water
contents of a given project.
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Water is valued in terms of benefits per acre-foot for this study. This unit
of value allows direct comparison among competing water users at numerous
locations, which is important in arid regions. A change in PCT_FULL of one
unit translates to different changes in surface acres at different reservoirs. For
example, adding 1-percent surface acres at a 1,000 acre reservoir has one-
tenth the added acres compared to a 10,000 acre reservoir.
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Because PCT_FULL is not a fixed facility variable like picnic tables, the
baseline level of PCT_FULL can vary at a given project, even over a short
time. The incremental value of increasing PCT_FULL by one unit will differ
according to its baseline level. For this reason, the incremental value of more
water is evaluated for varying baseline levels of PCT_FULL. Baseline values
of PCT_FULL are chosen in increments of 10 from 100 to 10.

The incremental recreation benefits of increasing PCT_FULL by one unit
is calculated in a manner similar to any other facility variable. Predicted
visits are calculated using the appropriate district model by setting
PCT_FULL equal to its actual level for the period of interest. Starting from
its actual level, a value of 1 is then added to each project’s observed value of
PCT_FULL, and a new visit prediction is obtained analytically.

Estimating the economic benefits of changes in lake levels requires several
steps. An example will show how the incremental values of water are com-
puted. We begin with the variable PCT_FULL, defined as the proportion of
actual surface acres in a given project in a given year compared to the proj-
ect’s recreational pool. Unadjusted market area visit predictions for Millwood
Lake in the Little Rock District are 567,600 for day users and 287,100 for
campers. Actual 1985 visits are 905,385 and 683,010 (Table 1). Adjustments
are made to the model’s constant term to set predicted visits equal to actual
visits within the market area. Another term is used to expand from the mar-
ket area visits to total visits. For day-use predictions, the constant is adjusted
by 0.336 (Table 19). This prediction is then increased by a factor of 1/0.877
= 1.14 to expand to the population (Table 10). With both adjustments in
place, model predictions are then calculated for varying levels of PCT _FULL.

By choosing PCT_FULL = 90 as an example, the new predictions for
visits are 834,600 day users and 629,600 campers. The actual level of
PCT_FULL in 1985 was greater than 90, because it was at nearly full recre-
ation pool surface area. This is why predicted visits when PCT _FULL = 90
are less than actual 1985 visits. PCT_FULL is then increased by 1 unit to 91.
Using the PCT_FULL elasticity of 1.275 (Appendix C), predicted visits of
increasing PCT _FULL by 1 increase to 846,500 total day users and 638,600
total campers (Table 12). The difference in visits at the two values of
PCT_FULL are 11,900 day users and 9,000 campers. Using the per-user
consumer surpluses given in Table 22 ($2.95 for day use, and $10.40 camp-
ers), the incremental benefit of the change in PCT_FULL from 90 to 91 is
$35,280 for day users and $93,600 for campers, a total of $128,880. This
same process is repeated for various levels of PCT _FULL, from 90, 80, 70,
..., down to 10.

The incremental benefits for increasing the variable PCT_FULL by 1 is of
no special interest by itself. However, it is needed for the purpose of convert-
ing to benefits per added acre-foot of water. Area capacity relations between
surface acres and water volume play an instrumental role in this important
conversion. A detailed discussion follows.
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Area-capacity regressions were estimated using area-capacity tables for
each reservoir. Volume (in acre-feet) was the dependent variable and surface
acres the independent variable. Consultation with hydrology faculty at New
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Mexico State University indicated that such regressions are commonly speci-
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independent variable. Squared and cubic terms produced models with high
explanatory power. No constant term was specified because reservoir volume
is zero when surface acres are zero. For this reason, the regression model
used to predict reservoir volume as a function of reservoir area is
— 2 3
Volume = (8, * SA) + (B, * (S47)) + (B; * (547)) (67)

where
SA = surface acres of the reservoir

A regression was estimated for each reservoir in all three districts. About 20
to 30 observations were included in each regression to cover the range of
water levels under various management actions and drought conditions. The

atory power of the models produces R-squared values that are all above

dV/dSA = B, + 2 * B, * SA) + (3 * B, * (S4%) (68)

The term dV/dSA is related to the slope (steepness) of a reservoir’s bank.
Steeper bank slopes at the water line have a larger change in volume from a
given change in surface area. Even for a given project, the values of dV/dSA
often vary considerably according to how full the reservoir is. For bowl
shaped reservoirs, 1 acre drawn down takes away less area when full than
when near empty.

/dSA is caiculated for ali projects for various
I
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levels of surface area from fuil to empty. For the Miliwood Lake exampie
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90 percent of recreational pool, its surface acres are 29,500 * 0.9 = 26,550.
Using the coefficients for Millwood Lake from Table 28, the value of dV/dSA
when PCT FULL = 90 (surface area = 26,550) is
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dV/dSA = -0.547 + (2 * 0.00028 * 26,550)

translates to

(dV/dSA) * (added surface area) = 13.099 * 295 = 3,864 (70)

The change in PCT_FULL from 90 to 91 at Millwood is therefore associated
with a change in water volume of 3,864 acre-feet.

While the previous discussion is detailed and tedious, it leads to the impor-
tant calculation of the recreational value of an added acre-foot of water.
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Because the benefit for a one unit cnange l PC1 ULL was prev10usly com-
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puted as $128,880, ihe annual vaiue from i holding an added acre-foot of water
when Millwood Lake is 90 percent of surface area coniens is

Added Benefit/Ac-Ft/Year = $128,880/3,864 = $33.35 (7D
in 1994 dollars

This rather lengthy procedure for computing the economic value of an
additional acre-foot of water described above is applied to nine values of
PCT_FULL of recreation pool surface area for all projects. That is, added
water is valued for a wide range of reservoir contents for all study projects.

Results of annual economic benefits per additional acre-foot of water for all
study reservoirs are given in Table 29. Results are converted from 1980 to
1994 dollars. The recreational pool surface acres are also given to serve as
baselines. In general, the incremental value of management actions that hold
an added per acre-foot of water for recreation decreases as a reservoir is
drawn down. Also, the values vary across pl‘O_]CCIS with those in the Sacra-
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menio District tending to be more constant than the other two districts.
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monthlv v1s1tat10n Thus the mcremental beneﬁts per acre-foot of water
reflect these same proportions. For reference, Table 30 shows the proportion
of visitation that occurred in each month from the 1991 NRMS dataset.
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This concept is best explained through an example. Suppose a resource
manager is considering holding 20,000 more acre-feet of water in Eastman
Lake during the single month of May. Data from the 1991 NRMS dataset
indicate that 12 percent of visitors came in May (Table 30). Also, suppose
the iake is 80 percent full in surface acres. Thus, the appropriate annuai
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The visitation proportions in Table 30 are from 1991 only. These propor-
tions may have been significantly influenced by the amount of water in each
reservoir during each month as well as other factors. Long-term averages
would be more accurate than values only from 1991; however, such long-term
data on monthly visitation were not available for this study.

One other factor that a recreation manager may wish to consider is that
water levels may not influence visitation during some winter months. If the
majority of winter visitation is not water-related, then these months should not
be considered in caicuiating monthiy marginal vaiues of water. For examplie,

-

assume in the above example using Eastman Lake that water is not important
for recreation during November through March. The visitation proportions in
Table 30 would then have to be adjusted to exclude these months. The table
shows that 32 percent of annual visitation occurs during these winter months
By excluding the winter months, the remaining proportions would have to be
adjusted upward by 1/1 - 0.32 = 1.47. The proportion of visitation occurring
in May when the winter months are excluded is now 1.47 * 0.12 = 0.18. A

total of 18 percent of nonwinter visitation occurs in May. The incremental
benefit of an acre-foot of water during May at 80 percent full is $1.91, about
50 percent higher than the previous example. The value of 20,000 acre-feet
of extra water during May is 20,000 * 1.91 = $38,160.

Applications to a Project with Unknown Visitation

designed recreation pool of 2,700 acres. Surveys were not conducted at Lake
Sonoma during the years of the analysis, so the lake was not available for the
Sacramento District dataset. USACE records indicate that initial visitation
was low as the lake filled, but visitation seemed to stabilize beginning in

1988. The model will be used to predict visitation at Lake Sonoma from 1988
to 1992.



Construction of a database to analyze a new site is similar to the assembly
of the initial data. Only information on the independent variables included in
the models is necessary to obtain visit predictions. Several important points
should be kept in mind in building a database to forecast visitation where
actual visitation is unknown.

First, the models are analyzed using travel cost prices measured in 1980
constant dollars. Therefore, any application should convert all monetary
values to 1980 dollars. These variables include INCOME (average per capita
income) and the wage rate used to estimate the time value of travel. Because
all benefit estimates are in 1980 dollars, updating these values to benefits
expressed in desired year dollars is required after implementing the forecast.

When using the model to forecast visitation, the independent variables
should match the forecast years as closely as possible. Assuming that the
structure of the model does not change significantly over time, demographic
data should be collected from the census closest to the desired forecast period.
For example, the Lake Sonoma application presently described covers the
1988 through 1992 time period, so most demographic data for this application
are taken from 1990 census data. County population numbers are updated
annually and can match the year of the application exactly. Data on vehicle
operation costs also correspond to the application year. Finally, site-level
characteristics that vary annually (PCT_FULL and CV) must be adjusted for
application to different years. Choosing independent variables that match the
forecast year is a separate issue from expressing all monetary values in con-
stant 1980 dollars.

The visit forecast described above is now illustrated by constructing sepa-
rate day-use and camping databases for the Lake Sonoma applications. The
125-mile market area day-use database contains 13 counties, while the camp-
ing data covers 24 counties. The estimated parameters in Table 14 were used
to calculate visit predictions for each year. The constant terms are adjusted
using the average Sacramento District adjustment factors given in Table 19
(+1.267 for the day-use model and +1.133 for the camping model). The
model predicts visitation within the market area. Using the average market
area proportions for the Sacramento District (Table 10), the appropriate
expansion factors are then used to obtain total predicted visitation. Results are
shown in Chapter 5.

Table 31 shows that the model overpredicts total visitation by nearly an
order of magnitude at Lake Sonoma. Use of the average constant term adjust-
ment factors over predicts visitation for the Sacramento District.

Per-user benefits were also calculated for Lake Sonoma using the proce-
dure described previously (Chapter 5). Average consumer surplus is $4.48
for day users and $12.37 for campers. These values are plausible compared
to the benefits of other Sacramento District sites shown in Table 22. Thus,
while the ability of the model to predict visits at a new site in a district may
be limited, per-user benefits are likely to be more accurate, because of

Chapter 5 Management Applications

89



w
(@]

offsetting errors. For the log-iog modeli, totai benefits and total visits are to0o
similar propo idi 1 visits

7]
-
-t
74]
T
=
Q
Cu

O1ns. Diviaing tot:

=

ff
Sl Lo
ign by
er

17
Q
=
Q
=

car hanafi
-UsCr olncii
d

[allyo

3 O o®
-
®

oy
"t
3
)
=
Y
o
[}
]

In principle, the analysis in this report is applicable to any USACE reser-
voir project. Parameter estimates obtained from the pooled three district
models shown in Table 15 represent the best attempt to use data in all three
districts consistently. To justify applying these models to sites outside of the
three districts, similar recreation behavior patterns should be evident. While
there is no such dataset available at the national level presently, equality of all
estimated coefficients across models estimated for each of the three districts
would provide one rigorous statistical defense of the transferability of the
entire model. A resource manager could then substitute values of the indepen-

dent variables for a new site into the pooled models. If visitation is known at
the site, then the constant term can be adjusted to calibrate the modeli as
Aagremilhaod ansline fMhacia. &)
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Managers may be interested in how well an RRDM transfers to unstudied
districts or regions, because if an RRDM transfers well, managers can save
the cost of fitting a new model. For this reason, we conducted statistical tests
of the validity of performing model transfers with the data available to us.

t

TIorming r w
Statistically, transferring a model from a study region to a targe
valid if all coefficients are equal in both regions.

Transferability of visitation predictions

The best test of the validity of transferring the pooled models to other
districts nationally is to estimate travel cost models for other districts in the
nation and compare their district predictions against predictions from the
pooied model that is applied to the predictor variables in the base district.

. o0 o .

The coefficients of those base district models couid then be tested for equality

to the coefficients of the pooled models. The correct test of the hypothesis of
coefficient equality for an OLS model is a Chow test (Greene 1993). The test
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evaluates whether all coefficients for an estimated model are equal for separate
datasets, i.e., whether the structure of the model is equal across datasets.

The method of implementing the Chow test is to estimate separate regres-
sion models for each dataset. A single model is estimated over the separate
datasets pooled together as a single dataset. We refer to this as the pooled
model. The Chow test requires that the independent variables included in all
regressions be the same. The test statistic is for model equality across data-
sets is

Chow = [(ESS, - ESS, - ESS)/k] / [(ESS,
(72)
+ ESS) | (n, + ny - 20)]

where

ESS, and ESS, = error sum of squares for regressions using
individual datasets

ESS, = error sum of squares for the pooled model

=
I

number of independent variables included in the
models, including the intercept

n, and n, = the sample sizes of the two individual datasets

The test statistic has an F-distribution with (k; n, + n, - 2k) degrees of
freedom. If the test statistic is greater than the critical value from an
F-distribution table, one tejects the hypothesis of identical parameters and
variables (identical models) across datasets.

Unfortunately, travel cost data from other districts are unavailable for this
study. However, the data from the three study districts do permit estimation
of a pooled model using the data from any two study districts and comparing
the results to the model of the third district. This allows a separate test for
each of three models in which each is pooled over two districts. In each case,
one of the three districts is excluded from the pooled model.

In proceeding with this test, the analyst must first decide which variables to
include as visit predictions in the analysis. Because a Chow test rejects the
hypothesis of coefficient equality even if only one parameter estimate is signif-
icantly different across models, then the hypothesis of coefficient equality is
less likely to be rejected if fewer independent variables are included.

One important management application for projects in other districts is to
estimate the per-user benefits for individual projects. As total visitation esti-
mates are available for USACE sites, per-user benefits can be multiplied by
visitation totals to obtain total benefits. This application would not require
that all facility variables be included in the models. Structural equality is first
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explored by using only the independent variables most critical to predicting
visits of USACE projects:

e POPULATION

e TOT_COST

e SUB INX

- QY TN A SATITIOY

®* DUK AU D

a DAY LTTITY

v re l_l‘ ULL
If Chow tests reject coefficient equality using this limited set of independent
variables above, then pooled models with more variables will only increase
the probability of rejecting model transferability across districts

Table 32 presents results of the transferability of several estimated models.
Included are each of the individual models, all three combinations of two
district models, and a single model with all three districts pooled. Overall,
the day-use models have higher explanatory power with all R-squared values
above 0.53. The estimated coefficients on TOT_COST in all day-use models
suggest highly price-sensitive preferences, (highly negative elasticities) ranging
from 4.3 to -2.5. Camping demand is less price-sensitive, with the coeffi-
cient on TOT_COST ranging from -2.3 to -0.7. For both day users and
campers, Sacramento District demand is the most price-sensitive and Nashville
District demand is the least. As explained earlier in the report, Sacramento’s
high price coefficient can be explained by its abundance of numerous high

- . 2z o L TICCA MY
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Results of coefficient equahty across models are tested with Chow tests.
Each test is based on comparing coefficients, using data of any two districts
compared against a model fit with data of the remaining district. The fact that
independent results are available from regressions estimated for the remaining

ESS,, is taken from fitting a single model to two districts data; ESS, is the
error sum of squares taken from a model fit to the remaining individual dis-
trict model. ESS, is the error sum of squares from a single model fit using
data of all three districts. A total of six Chow tests are conducted, including
three models for each possible combination using two-district combinations
compared to the remaining one district model. These three tests are per-
formed for both day-use and camping models.

Table 33 presents results of statistical validity tests of the six model trans-
ferability exercises. All data needed to perform the tests are in Table 32.
The critical F-vaiue for (7,100) degrees of freedom at the 0.95 ievel is 2.10;
_ i 1 :
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Because of the uniqueness of the Sacramento District, further Chow tests
of model transferability were conducted. These tests explored the transfer-
ability between only the Little Rock and Nashville Districts. For these tests,
separate terms for ESS, and ESS, are obtained from a Little Rock and Nash-
ville District model. ESS, came from the pooled Little Rock and Nashville
models. Once again, valid transferability is strongly rejected. Results again
suggest that coefficient inequality between the Little Rock and Nashville Dis-
tricts, i.e., models are significantly different.

To repeat, findings indicate that no combination of models estimated on
datasets of one or more districts predicts visits as well at the remaining district
compared to a model fit specifically for the remaining district.

Transferring benefits/visit to unstudied projects

This section describes how to use the estimated models to transfer average
benefits/visits to unstudied projects. Numerous situations occur where manag-
ers need to estimate benefits per visit for a reservoir for which there are no
current estimates. Per-visit benefits for projects in one of the three study
districts can be calculated using the appropriate district models. Benefits per
visit for projects outside the three study districts can be estimated by using the
three-district generic model. This calculation, illustrated in detail below,
involves dividing total benefits by total visits. Both terms are predicted by
applying the three-district pooled model to the value of variables at the unstud-
ied project. The result of that exercise produces the following equation for
per-user benefits

BPER VIS - 2t om * Frd ~ (Y * P)) (73)
Bre*D * 3,
where
i = county identifier
J = project identifier
Vima = predicted visits at edge of market area
P... = price to edge of market area (fixed for a project)

V; = predicted visits from county i to site j

v
fl

travel costs for county i to site j

Brc = constant price elasticity coefficient on P;
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Equation 73 is applied by using the visit predictor equation

B, * Pj~ + FACILY + DEMO} 74)

<~
n

B, = intercept

DEMO; = group of county-level variables (demographics
substitutes)

FACIL; = project variables (facilities, water and fishing
quality, etc.)

Bp

constant coefficient estimated for each of the county
level variables

Br = constant coefficient estimated for each of the facility
variables

Observe that FACIL, and B, cancel out of Equation 64 to express per-user
benefits as the more simplified

-Y [(P.=' » DEMO(") - (P, » DEMO}")]

BPER..VIS = - (75)
(By+1) * Y (Pj™ * DEMO?Y)
which simplifies some to
-3 [DEMOP (P -Pi™)]
BPER..VIS = : (76)

(Bre.) * X, (P » DEMO?)

where the demographic variables, DEMO; include

POPULATION; = population of i county

!

INCOME, = average per capita income of i* county

OCEAN; = miles to nearest ocean or great lake from
the i county
MINORITY, = percentage black and hispanic in the i*

county (0 through 100)
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UNEMPLOYMENT, = percentage unemployment in the i county
(0 through 100)

and the price variables include

P... = travel cost to edge of market area, a constant equal to

Computing the average benefits per visitor at studied projects using Equa-
tion 67 requires looking up values for each of the county-level variables for
all counties within 175 miles (125 miles for day-use visitors). Values of the

variable PMAX are given above and need not be looked up.

For day users, Equation 67 is applied to the estimated parameters for the
pooled three-district models (Table 15). The following equation results

-Y" [(POPULATION}*™ = INCOME{™ x OCEANY*® =
2352 * . (P;"" » POPULATION"™ * INCOME,” «

an
(MINORITY**® % UNEMPLOYMENT;"*®) » (P.2** - P;**%)

(OCEAN?43

(A P48 875 VA 1

I
A

roiects ar > C . : campi , average bene-
p .

Equation 78 can be used to estimate benefits per camper visit at unstudied
USACE projects. Performing such a transfer requires developing a dataset on
the variables in Equations 77 or 78. While transfers of per-visit benefits can
be performed, it is important to know the expected precision of such future

eftorts.
n Voo AL cii . i dernmofoe notizmntad maw crinit hanafite o : 3
Resuits of attempis to transfer estimated per-visit benefits across districts
avn miizam s TPalla 24 A Arsanaes
are given in Table 34. A comparison is shown between the per-user benefits
using the model estimated for each individual district model and a model
applied to that district, but fit originally from the dataset of the other two
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Results of attempts to transfer average per-visit benefits are considerably
more encouraging than attempting to transfer the whole model. This differ-
ence is primarily due to differences in the coefficient on travel costs. Findings
are least encouraging for the overnight models and for the Sacramento Dis-
trict. Best transferability occurs when the pooled Nashville-Sacramento model
transfers to the Littie Rock District, likely because Littie Rock facilities are

: £t n

sializad Lic: was [P

(Equations 77 and 78) to unstudied other districts will be within 100 percent
compared to results from conducting a new study tailored to that district.

Additional issues on model transferability

Results discussed in the previous section provide encouragement for future
studies that would transfer per-visit benefits across districts. Where per-visit
benefits transfer poorly, there may be several factors contributing to the
inaccuracy of per-user benefits. For example, the low price elasticity of
demand in the Nashville District may not exist in other USACE districts;
Nashvilie’s low price elasticity may be due to relatively good regional substi-

2l .

tutes not otherwise accounied for in the Nashviiie modeli.
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Important future work would be a national model constructed with data
from numerous USACE districts that represent a wide cross section of condi-
tions around the country. It is unlikely that conditions in the three districts
included in this analysis account for the range of variability in all factors
affecting national recreation behavior. Wide differences in travel cost coeffi-
cients between the Little Rock and Nashville Districts illustrate that geograph-
ical proximity does not imply similar recreation behavior.

A footnote to the discussion on the need for added variables is in order.
Toward the end of this study, several weeks were spent collecting additional
data in which two climate variabies were inciuded in the final pooied modeis
presented in Table 15. These variabies were average annuai cooling degree

nd average July humidity. Because of the laie stage of the study in
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Summary of Applications

This section has presented results of the various management questions that
can be addressed by models estimated for this study. After calibrating visit
predictions at a project to match actual visits, visit predictions can be esti-
mated for management actions that affect facility levels, demographics, and
user fees. Per-user recreation benefits per user can be calculated from the
models or tables and combined with known visit totals to estimate the total
recreation benefit of a site. The change in recreation benefits (consumer
surplus) resulting from a wide range of management actions also can be esti-
mated. The three-district pooled models can be applied to USACE projects
nationally. Calibration of the constant term sets predicted visits equal to
actual visits. Models calibrated using information from additional USACE
districts may produce the best overall resuits.

Chapter 5 Management Applications
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6 Conclusions

The eight rggi_o 1al recreation demand models (RRDM’s) estimated for this
study forecast recreation use and benefits at a target reservoir, even if charac-
teristics of the target reservoir do not perfectly match any exiting study reser-

voir used to fit the model. These regional models offer several advantages.

First, RRDM’s are generalizable to a wide range of management actions,
project locations, visitor populations, water levels, and extent of substitute
opportunities. By contrast, project-specific models have little generalizability
beyond conditions observed at that project.

Next, the RRDM’s estimated for this study generalize patterns of observed
behavior to a wider range of potential future conditions, including natural
conditions such as drought, than is possible with project-specific models.
RRDM’s also address USACE management actions, such as modifying project
operation plans, improving fish habitat, adding facilities, or modifying
entrance fees.

Third, RRDM’s can be used to estimate benefits resulting from various
USACE management actions when events occur outside USACE control. The
classic example is stocking fish by a state conservation agency at a USACE

project.

Additionally, RRDM’s done for this study have a greater potential for
accurately transferring predicted benefits to unstudied sites inside or outside
the study regions than site specific models. The potential for accurate transfer
should be improved especially if measured value of characteristics at the
unstudied target sites lies within the range of those at the studied sites.

Fifth, RRDM is superior to a site-specific model, because RRDM bypasses
the subjectivity inherent in selecting a similar project at which to apply the
model required by site-specific models. This reduction in subjectivity reduces
a potentially important source of investigator bias.
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Finally, use and benefit predictions at target sites or outside operating
conditions at existing study sites are more likely to be accurate than with site-
specific models. This greater accuracy is expected because the RRDM'’s esti-
mated for this study are based on observed behavioral responses to a wide
variety of operating conditions, substitute opportunities, and demographic
factors at numerous sites throughout several regions.

Summary of Major F

In order of importance, findings with the most significant uses for project
planning and operations are described below. These include estimates of
average benefits per visit, economic values of water for recreation, and values
of nonwater facilities.

Average benefits per recreation visit

Average benefits per recreation visit in 1994 dollars range from a high of
$6.68 at Lake Isabella in the Sacramento District to a low of $1.87 at
Beaver Lake in the Little Rock District for day-use visitors. For overnight
visitors, equivalent values range from $30.35 at Lake Barkley in the Nashville
District to a low of $7.38 at Lake Kaweah in the Sacramento District. A
complete list of these average benefits per visit are summarized in Table 22
for all study projects

For USACE projects not included in the present study, Equations 77 and
78 present formulas that can be used to estimate average per-visit benefits.
Application of the formula requires that data be obtained on several variables
for all counties within 175 miles of the reservoir under study. These variables
include travel distance from reservoir to county, county population, and the
remaining county variables shown in Table 15. Managers can estimate total
recreation benefits at the project level when per-visit average benefits
described are multiplied by an independent estimate of total visits. Where a
percentage breakdown aliocation of day-use and overnight visitation is possi-

1 ol ~ .

bie, average per-visit benefits can be ap tion
for each of the two classes of use. For application to reservoirs not yet built
or for which the present visitation data are unreliable, average per-visit bene-
fits should be multiplied by some independent, reliable estimate of total visita-
tion, best made in conjunction with local experts who are familiar with the
geographical area and/or the reservoir

Economic values of water for recreation

The recreation economic value in 1994 dollars of one additional acre foot
of water held for 1 month at a reservoir varies from a high of $52.79 at
Lake Millwood in the Little Rock District to a low of $0.27 at Laurel River
Lake in the Nashville District. Additional similar results for other projects
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can be found by applying annual dollar values in Table 29 in conjunction with
atinn "t imn Tahla 2N
1U11

perceniages i 1aoie Su.

Economic values per acre-foot per month have important management
implications in regions where competition for water is strong. These values
measure the recreation economic benefits of additional visitors attracted to a
reservoir as a consequence of management actions that bring and hold addi-
tional water to the reservoir for 1 month. These economic values can be
compared directly with economic values of water in competing uses for one
month. Examples of competing water uses include flood control, hydro-
power, irrigation, wildlife habitat, instream flow maintenance, or any other
decision where there is a desire to conduct cost-benefit analysis of complex
management actions. Details on how the recreational values from additional
water are computed are summarized in the text.

As a general principle, recreation values per additional acre foot of water
are highest for reservoirs that are closest to population centers and for market
areas in which visitors have few water-based recreation substitutes. They are
also highest for projects that possess extensive on-site recreational facilities,
reservoir banks that have shallow flat slopes at the water level, and for condi-

tions under which water levels are at or near the designed recreation pool.

Economic values of nonwater facilities for recreation

The economic value of installing a single additional unit of recreational
facilities varies considerably. It ranges from a high of more than $2.52 mil-
lion (1994 dollars) for one additional marina at Lake Isabella in the Sacra-
mento District to a low of $54 for one additional parking space at Hensley
Lake in the Sacramento District. Additional details are presented in
Tables 25a through 25f. These estimated values can be compared to the annu-
alized equivalent cost of installing additional facilities, including the costs of
operation and maintenance. This comparison allows managers to conduct
cost-benefit analysis of economic effectiveness of installing a wide range of
recreation facilities. We are unaware of any study conducted to date that
allows managers to scrutinize the economic performance of such a wide range

of investments.

As a general principle, additional facilities produce the greatest recreation
economic benefit at projects where those facilities are most scarce. Economic
values of increasing the number of any class of facility decrease as their num-
ber increases. Managers who wish to estimate economic values of other
nonwater recreation facilities to unstudied projects should consult the software

1oar’e smaomiinl de \17....,1 nrAd AMaciia /1004
and user’s manual in Ward and Martin (1794).
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Scope and Limits of Regional Recreation Demand
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models is such that the dependent variables is log-transformed. For this rea-
son, they may exhibit large errors in overall visitation predictions. A small
error in predicting the logarithm of visits for a large city located close to a
project results in large errors in the total visitation predicted for that project.

Adjustment factors presented in Table 19 reflect our attempt to come to
terms with this problem. The range of evidence presented in Table 19 does
not imply poor performance of these models. These models are designed to
estimate sensitivities (elasticities) of factors that affect recreational use signifi-
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canily. We have every reason io believe that the estimated elasticities are th
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models that require only th mated elasticities. For the algebraic form of
the demand model used, average benefits per day for a given county depend
only on the elasticity on travel cost. Therefore, we have higher confidence in

We are also confident of our estimates of changes in visitation caused by
changes in site characteristics even though absolute predicted visitation is often
poor. Managers can use the estimated elasticities and calibration factors to
adjust predicted visitation to match observed visitation. With these modified
predictions, changes in visitation resulting from USACE management actions
or from outside forces can be estimated. These estimated effects resulting
from management actions can then be multiplied by the per-day values to
generate good estimates of the benefits associated with the management
actions or of forces outside USACE control. For these reasons, the estimated
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predicted by the model. Where local knowledge shows that facilities go
unused most of the time, the model may overpredict benefits from new facili-
ties. If existing picnic tables go unused, it makes little economic sense to
build more, regardless of what the recreation demand model predicts.

Similarly, the confidence of the model’s predicted decrease in visitation is
due to increases in entrance fees. A resource manager can use estimates of

ATIRNATEt TrENIPAPIATE 397 SAAAIYEY bt mam sercdale o et o X Wt ta_ o o eV . oa
CUurIcIn 1Sitdtion in COonjunction wiunl our estimatea CIaSUCl[y on ir. vei COSI 10
estimate the consequences of various entrance fees on future visitation.

range Drolections were demonstrated both the short- and
tions for the Sacramento District. Data used to estimate the Sacramento
model were all collected during drought years. Projections for the wet year of
1993 produced considerable over-estimates of actual visitation for several
reservoirs hardest hit by the 1983 through 1985 droughts.

Our confidence in visitation projections also decreases as time moves far-
ther away from the 1983 through 1986 period for which the model was esti-
mated. The long-term projections for the Nashville District failed to predict
large increases in visitation that occurred in the relatively short time between

1NnoL ___ 1

1585 and i1990. Because [ﬂe moael was estimatea usmg data II'OIn OIlly a ICW

J
v1srtat10n. even for a project located Wlthm one of the th_r-e studied districts.
Use of the pooled three-district model to predict visitation at a site outside the
three study districts could be off by an order of magmtude. Use of the pooled
model to predict visitation at a proposed project or at a project outside the
three districts should be accompanied by a calibration exercise in which visit
predictors are calibrated against independent reliable estimates of visitation.
After the model is calibrated in this manner, it can be used with more confi-
dence to assess the consequences of various potential management actions.

While the model may be unable to predict visitation reliably at an unstud-
iec'l or proposed reservoir our evidence indicates that the models can provide

voir is located within one of the three districts studied. Errors associated with
using the pooled model to calculate per-visit benefits for sites within the three
districts studied were typically bounded by a factor of 0.5 tc 2.0. Knowledge
of per-visit benefits is of most practical use if combined with an independent
estimate of total visitation. If unavailable, estimated benefits per visit should
be multiplied by total visits predicted by the models.
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An additional finding of this study is that recreation behavior differs across
districts in ways that cannot be explained from differences in the measurable
site characteristics, travel costs, availability of substitutes, or demographics
used in these models. Chow tests rejected the null hypothesis that model
parameters are equal across regions These differences in behavior may be

due to cuitural differences or to differences in the availability of substitute

e o oo fal o oall_a o atae L]

recreation oppertunities that are not water-based.

Data improvements

Visitor surveys are most useful for demand modeling when they represent
random samples of all project visitors. When budget and time permit, sam-
pling is done profitably at a variety of project access points, so the resulting
data are not skewed toward one part of the project. Effort should also be
made to include visitors who do not pass through official access points.
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manrQe Nata An vicitatinn in hath dranoht and nandranoht veare wanld allaw
i11Qaiive Asarta Vil YiolitAtivil 111 vvuaa \.uuusub QI LIVINIL VUSRI JV“LO YWUMIG Qlivyy
better modeling of the influence of lake levels on visitation across a wider
range of conditions.

It is important that visitor surveys determine whether the visit is part of a
single- or multiple-purpose trip. If a visitor’s trip is for several purposes,
visitors should be asked if the project was the primary purpose of the trip.
The travel cost approach is not designed to estimate demand and benefits for
multipurpose visitors. The approach taken in this study to exclude multiple
purpose trips by limiting the market area was necessary but imprecise.

Finally, investigations of the importance of demographics on visitation will
be difficult as long as county averages or totals are the units of visitor obser-
vations. A househoid survey of recreation behavior wouid measure dif-
ferences in visitation rates better among different age/income/ethnic groups

i B L PRV - SR R medt AL b VT it ol acn T Abi2l2ac. L ~coloal
and aillow more rerinea measurement Or travel COSiS and avalle Dlllly O1 SUpsti-
DU NI inlemslinm Arnen tlandt menlicda srinitne Ahawnntamicntinn ~thae tlhne hAaman el
LULCS.  VISILALIOIL Udld Uldl CACIUUC VIDIWVIL CildlablTlDLILD VUUICL Wall nullic zip
code will allow only the less precise zonal travel cost modeling.

Recreation preferences and the influence of temporary demand shifters can
be tracked by surveying visitors continually for at least some projects over a
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period of many years. Visitation data at the sampled sites showed large fluc-
tuations from year to year. Without long-term records on visitation at a single
project, one cannot determine the causes of these fluctuations, and therefore
cannot project visitation into future years with confidence.

integrated hydroiogicai, biologicai, and economic modeis

Evaluating the economic consequences of management actions requires an
interdisciplinary effort to understand the complex interrelationships between
physical conditions, biological factors, and human perceptions and behaviors
(Hansen and Badger 1991). Most studies that estimate recreation economic
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). Most studie 1T
present one, concentrate on mo(_lglin this latter human
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behavxoral comnonent Few have attempted to o ationahze the entire cause
and effect relationship that links interrelated hydrauhc, biological, and behav-
ioral models. The study by Cole et al. (1990), that describes the development
of RIOFISH, is one exception. RIOFISH is an integrated interdisciplinary
planning model for conducting cost-benefit analysis of fishing management
actions in New Mexico. An interdisciplinary model would provide even more
benefits than the regional recreation demand model reported in this study.

[

An interdisciplinary model would provide greater flexibility in formulating
and evaluating effects of various water management plans, because an interdis-
c1p1mary model can incorporate nyarmoglcal or biological management deci-
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In addition, an interdisciplinary model would provide a much improved
estimator of interactions between management actions, the resource, and
resource users, including interactions between stocking, regulations, fish
species introductions, habitat management, access, boat ramps, campsites,
picnic tables, and the like.

Moreover, the interdisciplinary approach integrates over the entire river
basin and accounts for hydrologic interactions among numerous reservoirs.
Interdisciplinary models are the only known way to develop a comprehensive,
conceptua'liy correct accounting of upstream-downstream interactions of modi-
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yield and allow managers to modify the water-fluctuation coefficient as infor-
mation improves. Especially where water exchange rates and water-level
fluctuations are considerable and where there is interaction with various man-
agement decisions, the interdisciplinary approach provides a resource to
decisionmakers who wish to manage proactively.
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Tabie 1
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Site Name Year Day-Use Visits Camper Visits

Beaver Lake 1985 3,521,856 435,286
Blue Mountain Lake 1985 289,528 32,170
Buii Shoais Lake 1985 3,450,233 181,691
Lake Dardanelle 1985 3,014,646 334,961
Millwood Lake 1985 905,385 683,010
Nimrod Lake 1885 434,173 48,241
Norfork Lake 1985 2,985,276 331,697
Table Rock Lake 1985 4,033,222 826,082
b. Nashviiie District
Center Hill Lake 1985 3,371,806 459,792
Center Hill Lake 1986 3,681,690 583,049
Cheatham Lake 1985 1,406,774 43,508
Cheatham Lake 1986 1,933,117 59,787
Cordell Hull Lake 1985 1,873,683 162,929

Cordeii Huil Lake 1986 2,095,262 182,197
Dale Hollow Lake 1985 1,684,969 679,272
Dale Hollow Lake 1986 1,513,107 648,474
J. Percy Priest Lake 1884 5,617,834 203,081
J. Percy Priest Lake 1985 7,327,783 226,632
Lake Barkley 1986 4,741,088 412,268
Lake Cumberland 1983 3,827,828 485,482
Laurel River Lake 1985 120,300 o'
c. Sacramento District
Black Butte Lake 1983 277,543 34,303
Black Butte Lake 1984 252,627 31,224
Black Butte Lake 1985 235,093 29,056
Eastman Lake 1883 103,278 38,189
Eastman Lake 1984 86,109 31,848
Eastman Lake 1985 74,838 27,680
Englebright Lake 1983 103,702 34,567
' Laurel River Lake lacks camping facilities.
" I nntirnesadd




Tabie 1 (Conciuded)

Site Name Year Day-Use Visits Camping Visits
Hensley Lake 1983 38,237 64,018
Hensley Lake 1984 41,472 67,666
Hensley Lake 1985 35,893 58,562
Lake Isabella 1983 1,385,381 346,345
Lake Isabella 1984 1,285,474 321,369
Lake Isabella 1985 1,356,392 339,098
Lake Kaweah 1983 747,765 39,356
iake Kaweah 1985 578,334 30,439
Lake Mendocino 1983 1,209,141 230,313
Lake Mendocino 1984 1,155,205 220,239
Lake Mendocino 1985 1,120,475 213,424
New Hogan Lake 1983 270,911 85,551
New Hogan Lake 1984 321,382 101,489
New Hogan Lake 1985 321,778 101,614
Pine Flat Lake 1983 724,450 108,251
Pine Flat Lake 1984 567,602 84,814
Pine Flat Lake 1985 614,554 91,830
Success Lake 1983 605,323 59,867
Success Lake 1984 567,107 56,088
Success Lake 1985 613,466 60.672




Table 2

USACE Sites inciuded in Anaiysis and Years Surveyed
Site Name 1983 1984 1985 1986
Little Rock District
Beaver Lake XX
Blue Mgountain Lake XX
Bull Shoals Lake XX
Lake Dardanelle XX
Millwood Lake XX
Nimrod Lake XX
Norfork Lake XX
Table Rock Lake XX
Nashville District
Center Hill Lake XX XX
Cheatham Lake XX XX
Cordell Hul! XX XX
Dale Hollow Lake XX XX
J. Percy Priest Lake XX
Lake Barkley XX
Lake Cumberland XX
Laurel River Lake XX
Sacramento District
Black Butte Lake XX XX XX
Eastman Lake XX XX XX
Englebright Lake XX
Hensley Lake XX XX XX
Lake Isabella XX
Lake Kaweah XX XX
Lake Mendocino XX XX XX
New Hogan Lake XX XX
Pine Flat Lake XX XX XX
Success Lake XX XX XX
Note: An XX indicates the site was surveyed that year




Tabie 3
U.S. Consumer Price Levels
1980-1994; 1980 = 1.00

Year Level Compared to 1980
1980 1.00

1981 1.10

1982 1.17 )
1983 1.20

1984 1.26

1985 ] 1.30

1986 1.33

1987 1.37

1988 1.43

1989 1.50

1990 1.58

1991 1.65

1992 1.70

1993 1.75

1994 1.80

Note: Any dollar value in this study, such as
average benefits per visit, can be multiplied by
the tabled year's entry to update from 1980
values to the desired year. Source: Federal
Reserve Bank of St. Louis (1995).




Table 4
List of Independent Variables

1.

POPULATION;,

The population of county / during year k, taken from
the USA Counties database

2. UNEMPLOYMENT, ;g0 The percentage unemployment rate of county / from
the 1980 census

3. INCOME, 4959 The average annual income in county / from the 1980
census

4. UNDER_18; ;44 The percent of individuals in county / under 18 years
of age, taken from the 1980 census

5. OVER_65; 1550 The percent of individuals in county / over 65 years
of age, taken from the 1980 census

6. MEDIAN_AGE, ;95 The median age in county / from the 1980 census

7. WAGE_RATE; ;980 The per capita wage rate of those in the work force

in county /, from the 1980 census

8. BLACK; 4980 The percentage of black individuals in county / from
the 1980 census ~

9. HISPANIC, 940 The percent of hispanic individuals in county / from
the 1980 census

10. MINORITY; 1980 The sum of black and hispanic individuals in county /
from the 1980 census (used to avoid multicollinearity
between the two variables)

11. PICNiCj The number of day-use picnic tabies at site j

12. PARKING; The number of parking spaces at site j {the sum of
car and trailer spaces)

l3. iAES, The number of boat launch lanes at site

14, CAMPSi The number of camping sites at site j

15. BEACHES; The number of swimming beaches at site /

16. MARINASj The number of full-service marinas at site j

17. DOCKS; The number of private boat docks at site /

18. SPECIES, The number of game fish species existing in
reservoir j

19. BASS, A 1 if bass are present in reservoir j, a,0 otherwise

20. TROUT, A 1 if trout are present in reservoir j, a,0 otherwise

21. STOCKING The number of catchable fish from stocking at
reservoir j in year k

22. MEIJ-k The morphoedaphic index of reservoir j in year k

23. SECCHLI, The average (in feet) of all secchi readings at
reservoir j in year k

24, TDSik The average (in mg per liter) of all total dissolved

solid readings at reservoir j in year k

(Continued)




Tabie 4 {Conciuded)

25. SUR_ACRES; The surface acres of site j at the recreation pool level

26. PCT_FULL, The average percentage of recreation pool surface
acres for site j during year k, equal to 100 if the site
averaged more than recreation pool level

27. CV, The coefficient of variation for monthly average
surface acres of site j during the recreation season for
year k

28. SHORE, The recreation pool shore miles of site /

29. TOT_COST, The total per-visitor round-trip travel cost (travel plus
time} from county / to site j during year k

30. sSuUB_INDEX. The substitute index of alternative lake or reservoir
recreation to site j for county 7

31. OCEAN;, The one-way distance from county / to the nearest

ocean or Great Lake recreation site




Table 5

Mean Value of Independent Variables by District

Little Rock Nashville Sacramento
Variable Name Varies by District Mean | District Mean | District Mean
POPULATION (#) County 34,927 38,325 327,727
UNEMPLOYMENT (Percent) | County 7.48 9.00 9.49
iNCOME {1980 $/year} County 9,171 9,062 12,898
UNDER-18 (%) County 27.13 28.59 25.43
OVER-65 (%) County 15.30 12.25 10.12
MEDIAN-AGE (year) County 33.58 30.83 30.34
WAGE-RATE (1980 $/hour) | County 6.19 6.62 8.04
BLACK (%) County 5.64 5.57 3.35
HISPANIC (%) County 0.74 0.72 14.41
MINORITY (%) County 6.36 6.30 17.76
PICNIC (#) Project 57.60 288.19 81.36
PARKING (#) Project 2,559.46 4,138.64 765.28
LANES (#) Project 93.74 70.16 8.27
CAMPS (#) Project 607.48 583.95 244.89
BEACHES (#) Project 8.92 7.75 1.24
MARINAS (#) Project 6.30 6.04 1.22
DOCKS (#) Project 187.72 78.62 0.00
SPECIES (#) Project 7.71 7.86 5.44
BASS (1 =Yes, 2=No) Project 1.00 1.00 1.00
TROUT (1 =Yes, 2=No) Project 0.25 0.50 0.80
STOCKING (#) Project 69,126 16,298 24,010
MEi (#) Project 2.49 2.47 2.69
SECCHI (feet) Project 7.65 7.86 9.43
TDS (mg/l) Project 93.68 119.57 175.05
REC-SA (acres) Project 29,279 20,671 2,501
PCT-FULL (%) Project 99.33 96.98 90.18
CV (#) Project 11.28 4.13 17.05
SHORE (miles) Project 370.12 481.06 28.59
TOT-COST (1980 $) Project-County 14.69 16.13 17.01
SUB-INDEX (#) County 14,673 12,426 5,751
OCEAN (miles) County 493.8 396.8 113.0




Table 6

Percentage of Total Sampled Visitors Originating from Various
One-Way Distances - Average of Little Rock, Nashville, and

Sacramento Districts

Mileage Range

Percent of Sampled Day
Users

Percent of Sampled
Campers

> 250 Miles 10.7% 17.2%
225-250 Miles +1.1% + 2.8%
200-225 Miles + 1.6% + 4.1%

~ 175-200 Miles + 1.0% + 2.6%
150-175 Miles + 2.9% + 8.7%
125-150 Miles + 1.0% + 3.8%
100-125 Miles + 1.6% + 4.8%

< 100 Miles 80.0% 55.9%




Table 7

Sample Observation Size of Number of
Counties for Single District Models with
Different Defined Market Areas

Market Area Radius Sample Observations

= 1 PR PR T . TPy
a. Lnue NnoCK UISTNCL

100 Miles 189
125 Miles 307
150 Miles 444
175 Miles 8186
200 Miles 795
225 Miles 1,011
250 Miles 1,261

b. Nashviiie District

100 Miles 623
125 Miles 993
150 Miles 1,387
175 Miles 1,755
200 Miles 2,439
225 Miles 3,026
250 Miles '3,758

c. Sacramento District

100 Miles | 169
125 Miles 264
150 Miles 348
175 Miles 462
200 Miles 617
225 Miles 737




Table 8

Percentage of Counties with Zero Sampled Visits for Different
Market Areas - Average Across Little Rock, Nashville, and

Sacramento Districts

Percent of Counties with
Zero Sampled Day-Use

Percent of Counties with

Zero Sampled Camper

Market Area Radius Visits Visits

100 Miles 32.2 51.4

125 Mileg 411 59.3

150 Miles 47.0 64.6

175 Miles 51.7 68.5

200 Miles 56.7 72.6

225 Miies 59.2 75.1

250 Miles 62.1 77.3

——— :L

Table 9

Percentage of Visitation Explained by Models R? of Basic
Regression Model with Different Defined Market Areas

Camping Viodei

100 Miles 0.61 0.58
125 Miles 0.60 0.58
150 Miies 0.58 0.57
175 Miles 0.57 0.55
200 Miles 0.56 0.55
225 Miles 0.54 0.53
250 Miles - 0.54 0.53




Table 10

Proportion of Sampled Visitors within Defined Market Areas, by

Project
rrSite Day-Use Proportion Camping Proportion
Littie Rock District 0.755 0.708
Beaver Lake 0.772 0.689
Blue Mountain Lake 0.750 0.810
Bull Shoais Lake G.563 0.408
Lake Dardanelle 0.900 0.785
Millwood Lake 0.877 0.937
Nimrod Lake 0.876 0.839
Norfork Lake 0.710 0.662
Table Rock Lake 0.589 0.530
Nashville District 0.838 0.754
Center Hill Lake 0.956 0.892
Cheatham Lake 0.982 0.983
Cordell Hull Lake 0.975 0.800
Dale Hollow Lake 0.897 0.333
J. Percy Priest Lake 0.977 0.800
Lake Barkley 0.888 0.628
Lake Cumberiand 0.884 0.742
Laurel River Lake 0.942 -
_;ac.'amemc District 0.847 0.813
Black Butte Lake 0.877 0.802
Eastman Lake 0.729 0.799
Englebright Lake 0.908 0.955
Hensley Lake 0.886 0.766
Lake isabella 0.657 0.789
Lake Kaweah 0.842 0.733
Lake Mendocino 0.871 0.507
New Hogan Lake 0.952 0.922
Pine Flat Lake 0.833 0.623
Success Lake 0.514 0.833




Table 11

Correiation Coefficients for Site Facility Variabies (Data Include Ail

Three Districts)

Variable PARKING | CAMPS LANES | BEACHES | MARINAS | DOCKS
REC_SA 0.59 0.73 0.60 |0.56 0.72 0.75
PARKING 1.00 0.81 0.71 0.73 0.68 0.38
CAMPS 1.00 0.76 |0.78 0.86 0.45
PICNIC 0.27 0.40 0.27 0.22
LANES 1.00 |0.80 0.72 0.65
BEACHES 1.00 0.70 0.48
MARINAS 1.00 C.417
DOCKS 1.00




Table 12
Regression Results - Little Rock District

Day-Use Mode! Camping Model
Variables Varies by Coefficien T-statistic Coefficient. | T-statistic
Intercept 0.240 (0.030) 11.611 (1.892)
POPULATION County 1.337 (9.151) 0.775 (8.469)
TOT_COST County-Project | -3.543 {-19.296) -1.929 {(-15.734)
INCOME County 1.257 (1.649) 0.468 (1.039)
SUB_INDEX County -2.811 (-4.751) -0.366 (-0.932)
SUR_ACRES County 0.107 (6.587}¢ 0.281 (8.659)"
LANES Project 0.084 (4.637)’ 0.020 (1.078)’
BEACHES Project 0.071 (4.009) 0.062 (3.465)"
MARINAS Project 0.143 (6.913)" 0.131 (3.862)’
DOCKS Project 0.056 (7.689)' 0.050 (3.777)"
PARKING Project 0.169 (6.842)'
PICNIC Project 0.082 (4.679)
CAMPS Project 0.219 (6.010)’
UNDER_18 County 2.163 (2.086)
SPECIES Project 0.719 (2.590)
MINORITY County 0.235 (0.287)
cv Project -0.741 (-6.254)
TDS Project -0.973 (-6.152)
OCEAN County -2.210 (-5.198)
PCT_FULL Project 1.2752 1.2752
Observations 307 616
R-Square of Model 0.672 0.515
F-Value of Model 87.365 71.387

' Facility variable estimated using the facility index approach discussed in Chapter 4.
T-statistics are from first-stage models and are likely inflated.

2 PCT FUL! coefficient estimated with sunnlemental data
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Tabie i3

Regression Results - Nashville District

Day-Use Model

Camping Model

L
[

Variabie Varies by Coefficient T-statistic | Coefficient | 7-staiistic
Intercept -11.826 (3.374) -2.272 (1.156)
POPULATION County 0.645 (10.113) 0.318 (9.675)
TOT_COST County-Project -2.481 {(-26.596) -0.743 |(-14.819)
INCOME County 1.654 (6.227) 0.321 (2.127)
SUB_INDEX County -1.557 (-6.101) -0.499 (-4.631)
SUR_ACRES Project 0.243 {19.39%)° 0.265 |(17.026)°
LANES Project 0.136 (20.552)" 0.367 (18.528)"
BEACHES Project 0.15 (14.652)" 0.127 (9.895)"
MARINAS Projeci 0.285 {16.742)° 0.265 |{i4.197)"
DOCKS Project 0.027 (6.385)' 0.017 (4.637)"
PARKING Project 0.163 (20.962)"

PICNIC Project 0.182 {271.225)"

CAMPS Project 0.263 | (15.468)
OVER_65 County -0.5613 (-2.359)

OCEAN County 1.155 {2.568)

MINORITY County -1.005 {-1.448) -0.258 (-0.758)
MEI Project 0.519 (7.281) 0.798 (8.099)
cv Project -1.018 {-8.800)
TDS Project -0.529 (12.071)
PCT FULL Project 1.2752 1.2752
Observaticns g3 1,755

R-Square of Model 0.623 0.350

F-Vaiue of Model 180.740 104.376

' Facility variabie estimated using the facility index approach d
T-statistics are from first-stage models and are likely inflated.
2 PCT_FULL coefficient estimated with supplemental data. See Appendix C for explanation.

'
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Table 14

Regression Resuits - Sacramento District

Day-Use Model

1@l USIg Ui

T-statistics are from first-stage models and are likely inflated.

2 PCT_FULL coefficient estimated with supplemental data. See Appendix C for explanation. l

Variable Varies By Coefficient T-statistic Coefficient | T-statistic
Intercept 6.956 (0.594) -5.088 (-0.875)
POPULATION County 1.001 (8.578) 0.875 {12.891)
TOT_COST County-Project -4.290 (-16.816) -2.334 (-15.207)
INCOME | County -0.513 {-0.472) 0.640 (1.149)
SUB_INDEX County -0.234 (-0.413) -0.960 {-2.608)
SUR_ACRES Project 0.410 (5.092)° 0.071 (1.318)'
LANES Project 0.933 (7.109) 0.623 (7.400)"
BEACHES Project 0.009 (0.074)' 0.344 (4.399)
MARINAS Project 0.282 {1.433)° 0.881 (7.190)"
PARKING Project 0.243 (2.720)'

PICNIC Project 0.160 (2.275)"

CAMPS Project 0.228 {4.760)"
PCT_FULL Project 1.103?2 (4.349) 1.103?
UNEMPLOYMENT | County -1.885 (-2.550)

cv Project -0.832 {-3.442) -0.126 {-1.213)
MEI Project 0.195 (1.248)
OCEAN County 0.217 (1.520)
Observations 264 462

R-Square of Modei 0.624 0.543

F-Value of Model 60.589 67.193

' Facility variable estimated using the facility index approach discussed in Chapter 4. ——i




Table 15
Regression Resuits - Three-District Pooled Model

Day-Use Model Camping Model
Variabie Varies By Coefficient T-statistic | Coefficient T-statistic
Intercept -10.151 (-2.465) -2.951 (-1.589)
POPULATION County 0.989 (18.580) 0.735 (24.247)
TOT_COST County-Project -3.352 (-36.681) -1.681 (-30.320)
INCOME County 1.175 (3.221) 0.019 (0.110)
SUB_INDEX County -1.639 (-8.487) -1.088 {(-10.809)
SUR_ACRES Project 0.396 {(12.848)' 0.426 {19.231})°
LANES Project 0.258 (13.243)" 0.344 (16.542)"
BEACHES Project 0.149 (6.860)" 0.110 (6.524)'
MARINAS Project 0.353 {8.687})' 0.476 {13.854)'
DOCKS Project 0.062 (6.573)' 0.007 (0.923)'
PARKING Project 0.280 (10.908)"
PICNIC Project 0.063 (3.362)'
CAMPS Project 0.268 (13.997)'
cv Project -0.330 (-4.972) -0.631 (-15.493)
SHORE Project -0.822 (-8.727) -0.894 {-16.584)
SPECIES Project 0.976 (4.719) 1.428 (11.851)
MEI Project 0.233 (2.782) 0.702 (10.686)
OCEAN County 0.463 (3.424)
MINORITY County -3.648 {-5.5682)
UNEMPLOYMENT | County -0.649 (-3.131)
TDS Project -0.538 (-8.500)
PCT FULL Project 1.1522 1.1522
COOLING_DD Project 0.4668 0.46682
JULY_HUMIDITY Project 1.08772 1.08772
Observations 1,664 2,833
R-Square of Model 0.5693 0.465
F-Value of Model 188.458 245.577
' Facility variable estimated using the facility index approach discussed in Chapter 4. l

T-statistics are from first-stage models and are likely inflated. |
2 PCT_FULL and climate coefficients estimated with supplemental data. See Appendices C |
and D for expianation. |




Table 16

Unadjusted Site Visitation Predictions Using individual District

Models

Site Day:U;erPirediction Camping Prediction
Little Rock District ]

Beaver Lake 10,323,000 89,500

Blue Mountain Lake 42,500 4,900

Buli Shoals Lake 3,182,600 71,000

Lake Dardanelle 935,900 151,900

Millwood Lake 567,600 287,100

Nimrod Lake 124,300 20,500

Norfork Lake 1,710,400 31,400

Table Rock Lake 3,422,970 143,400

Nashviille District

Center Hill Lake 737,000 202,100

Cheatham Lake 1,653,800 113,900

Cordeii Huii Lake 629,100 124,300

Dale Hollow Lake 632,200 365,300

J. Percy Priest Lake 1,816,200 294,600

Lake Barkley 1,218,000 255,300

Lake Cumberland 735,500 197,100

Laurel River Lake 29,300 ---
Sacramento District

Black Butte Lake 298,900 51,700

Eastman Lake 101,400 34,500

Englebright Lake 81,700 13,000

Hensley Lake 312,800 60,900

Lake Isabella 218,100 103,100

Lake Kaweah

Lake Mendocino 2,873,200 241,800
New Hogan Lake 760,500 103,400
Pine Flat Lake 4,188,900 167,700
Success Lake 151,200 21,600




Table 17

Long-Range Sacramento District Forecasts Originating in 1985 for
1986-1993 (Percent error of predictions in parentheses)

Actual Day-Use | Predicted Day-Use Actual Camping | Predicted Camping
Year Visits Visits Visits Visits
a. Black Butte Lake
1986 284,800 228,200 (-20) 34,800 32,400 (-7)
1987 185,900 221,700 (+19) 22,700 30,100 {+33)
1988 221,800 276,300 (+25) 27,100 30,400 (+12)
1989 248,700 280,000 (+13) 30,400 27,800 (-9)
1990 236,200 254,300 (+8) 28,900 29,200 (+1)
1991 246,200 210,600 (-14) 30,100 33,200 (+10)
1992 291,200 312,600 (+7) 35,600 41,700 (+17)
1993 275,200 313,700 (+14) 33,600 43,200 (+29)
b. Eastman Lake
1986 94,600 193,700 (+105) 34,900 50,000 (+43)
1987 90,500 166,000 {+83) 33,400 47,800 {+43)
1988 74,400 113,700 (+53) 27,500 35,100 (+27)
1989 44,300 107,000 (+142) 16,300 38,900 (+139)
1990 31,400 120,300 (+283) 11,600 26,400 (+128)
1991 31,300 83,800 (+168) 11,600 8,000 (+141)
1992 48,700 113,700 (+133) 8,000 34,100 (+89)
1993 60,300 334,100 (+454) 22,300 62,900 (+182)
L C Hensleylake ___
1986 35,700 88,300 (+147) 58,600 114,600 (+96) )
1987 36,000 46,100 (+28) 59,100 66,800 (+13)
1988 32,300 45,700 (+41) 52,900 59,700 (+13)
1989 33,100 37,600 ({+14) 84,300 57,200 (+5)
1990 39,400 33,800 (-14) 64,700 46,700 (-28)
1991 44,100 35,600 (-19) 72,300 62,100 (-14)
1992 47,100 41,500 (-12) 77,400 65,200 (-16)
1983 43,200 128,700 {+ 198} 70,900 144,400 (+104)
d. Lake Kaweah

1986 596,400 961,100 (+61) 31,800 38,000 (+19)
1987 599,100 745,600 (+24) 32,000 33,700 (+5)
1988 657,600 689,400 (+5) 35,100 33,100 (-6)
1989 517,600 701,800 (+36) 27,700 34,200 (+23)
1990 671,400 677,500 (+1) 35,800 31,100 {-13)
1991 654,200 729,500 (+12) 34,900 36,500 (+5)
1992 695,800 557,200 (-20) 37,100 27,500 (-28)
1993 603,500 801,800 (+33}) 32,200 40,100 (+25)
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Table 17 (Concluded)

Actual Day-Use | Predicted Day-Use Actual Camping | Predicted Camping
Year Visits Visits Visits Visits
e. Lake Mendocino
1986 | 1,148,200 1,019,900 (-11) 219,900 243,800 (+11)
1987 | 1,150,300 908,800 (-21) 220,300 219,400 (0)
1988 | 1,032,800 1,204,800 (+17) [197,800 236,100 (+19)
1989 |( 1,049,900 1,432,500 (+36) ]201,000 259,100 (+29)
1990 | 1,150,100 1,718,600 (+49) (220,200 275,500 (+25)
1991 1,083,000 1,631,900 (+51) 207,400 264,500 (+28)
1992 | 1,084,900 1,349,100 (+24) |207,700 264,400 (+27)
1993 | 1,087,300 2,026,200 (+86) |208,200 300,000 (+44)
f. New Hogan Lake
1986 367,000 554,200 (+51) [114,900 139,700 (+22)
1987 325,600 267,100 (-18) |101,900 91,700 (-10)
1988 235,000 113,100 (-52) 73,600 46,200 (-37)
1989 190,400 133,800 (-30) 59,600 43,800 (-27)
1990 215,200 148,800 (-31) 67,400 48,700 (-28)
1991 225,300 130,500 (-42) 70,500 52,000 (-26)
1992 206,100 177,300 (-14) 64,500 63,700 (-1)
1993 362,200 604,500 (+67) ]113,400 158,700 (+40)
g. Pine Fiat Lake
1986 656,900 1,623,900 (+132) {100,000 148,500 (+49)
1987 546,500 592,600 (+8) 83,200 93,200 (+12)
1988 435,900 397,300 (-9) 66,300 62,600 (-6)
1989 357,200 323,400 (-9) 54,400 54,400 (0)
1990 364,900 307,700 (-16) 55,500 52,500 (-5)
1991 399,200 326,200 (-18) 60,700 57,300 (-6)
1992 366,900 348,900 (-5) 65,800 57,400 (+3)
1993 540,300 ] 1,214,200 (+124) 82,200 142,900 (+74)
T _ h. Success Lake

1986 661,200 1-,.316,800 (+99) 68,500 113,300 (+65)
1987 583,600 522,500 {-10) 60,500 48,700 {-20)
1988 550,400 552,500 (0) 57,000 43,000 (-25)
1989 543,700 692,900 (+27) 56,400 61,100 (+8)
1990 550,000 536,500 (-2) 57,000 42,800 (-25)
1991 607,500 652,400 (+7) 63,000 62,500 (-1)
1992 567,800 543,400 (-4) 58,800 48,400 (-18)
1993 542,700 1,215,900 (+124) 56,200 96,600 (+72)




Table 18
Short-Range Sacramento District Forecasts, Predicted Visits
Adjusted Annually for 1986-1993 (Percent error of predictions in

parentheses)

Actual Day-Use Predicted Day-Use Actual Camping | Predicted Camping
Year Visits Visits Visits Visits

a. Black Butte Lake

1986 284,800 228,200 (-20) 34,800 32,400 (-7)
1987 185,900 277,100 (+49) 22,700 32,300 (+42)
1988 221,800 231,700 (+4) 27,100 22,900 (-15)
1989 248,700 224,500 (-10) 30,400 34,700 (+14)
1990 236,200 225,600 (-4) 28,900 22,800 {-21)
1991 246,200 195,800 (-20) 30,100 32,900 (+9)
1992 [ 291,200 365,300 (+25) 35,600 37,800 (+6)
1993 275,200 292,200 (+6) 33,600 36,800 (+10)

b. Eastman Lake

1986 94,600 193,700 (+105) 34,900 50,000 (+43)
1987 90,500 81,000 {-10) 33,400 33,300 (0)
1988 74,400 61,800 (-17) 27,500 24,400 (-11)
1989 44,300 70,300 (+59) 16,300 21,500 (+32)
1990 31,400 49,700 (+58) 11,600 15,700 (+35)
1991 31,300 22,000 (-30} 11,600 12,400 (+7)
1992 48,700 42,300 (-13) 18,000 14,100 (-22)
1993 60,300 143,300 (+138) 22,300 33,300 (+49)

c. Hensley Lake

1986 35,700 88,300 (+147) 58,600 114,600 (+96)

1987 36,000 18,700 (-48) 59,100 34,100 (-42)
1988 32,300 35,500 (+10) 52,900 52,900 (0)
1989 33,100 26,800 (-19) 54,300 50,700 (-7)
1990 39,400 29,700 (-25) 64,700 44,100 (-32)
1991 44,100 41,300 (-6) 72,300 86,100 (+19)
1992 47,100 51,500 (+9) 77,400 76,300 (-1)

1993 43,200 145,900 (+238) 70,900 107,900 (+52)

d. Lake Kaweah

1986 596,400 961,100 (+61) 31,800 38,000 (+19)
1987 599,100 462,700 (-23) 32,000 28,200 (-12)
1988 657,600 553,800 (-16) 35,100 31,500 ({-10)
1989 517,600 669,700 (+29) 27,700 36,300 (+31)
1990 671,400 499,400 (-26) 35,800 25,100 (-30)
1991 654,200 722,800 (+10} 34,900 42,000 (+20)
1992 695,800 499,700 (-28) 37,100 26,300 (-29)
1993 603,500 1,001,100 (+66) 32,200 54,100 (+68)
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Table 18 (Concluded)

Actual Day-Use

Predicted Day-Use

Actual Camping

Predicted Camping

Year Visits Visits Visits Visits
e. Lake Mendocino
1986 | 1,148,200 1,019,900 (-11) 219,900 243,800 (+11)
1987 | 1,150,300 1,022,900 (-11) 220,300 197,900 (-10)
1988 | 1,032,800 1,524,000 (+48) 197,800 236,100 (+19)
1989 | 1,049,900 1,228,300 (+17) 201,000 216,900 (+8)
1990 | 1,150,100 1,259,100 (+9) 220,200 213,900 (-3)
1991 | 1,083,000 1,091,700 (+1) 207,400 211,300 (+2)
1992 1,084,900 895,400 (-17) 207,700 207,000 (0)
1993 | 1,087,300 1,629,400 (+50) 208,200 236,200 (+13)
f. New Hogan Lake
1986 367,000 554,200 (+51) 114,900 139,700 {+22)
1987 325,600 176,900 (-46) 101,900 75,600 (-26)
1988 235,000 138,300 (-41) 73,600 51,400 (-30)
1989 190,400 277,200 (+46) 59,600 70,000 (+17)
1990 215,200 211,400 (-2) 67,400 66,200 (-2)
1991 225,300 189,200 (-16) 70,500 71,200 (+1)
1992 206,100 305,500 (+48) 64,500 86,900 (+35)
1993 362,200 703,100 (+94) 113,400 160,700 (+42)
g. Pine Flat Lake
1986 656,900 1,623,900 (+132) 100,000 148,500 (+49)
1987 546,500 255,700 (-53) 83,200 62,900 (-24)
1988 435,900 366,600 (-16) 66,300 55,700 (-16)
1989 357,200 354,400 (-1) 54,400 57,600 (+6)
1990 364,900 340,000 {-7) 55,600 52,500 (-5)
1991 399,200 387,000 (-3) 60,700 60,700 (0)
1992 366,900 426,900 (+16) 55,800 60,900 (+9)
1993 540,300 1,277,900 (+137) 82,200 138,700 (+69)
_ h. Success Lake

1986 661,200 ] 1,316,800 (+99) 68,500 113,300 (+65)
1987 583,600 262,300 (-55) 60,500 29,400 (-51)
1988 550,400 617,300 (+12) 57,000 53,300 (-6)
1989 543,700 690,200 (+27) 56,400 81,600 (+45)
1990 550,000 420,900 (-23) 57,000 39,400 (-31)
1991 607,500 669,000 (+10) 63,000 83,300 (+32)
1992 567,800 506,000 (-11) 58,800 48,600 (-17)
1993 542,700 1,270,600 (+134) 56,200 111,700 (+99)




Table 19

Site and District Constant Term Adjustment Factors Using

individual District Modeils

Site Day-Use Prediction Camping Prediction
Little Rock District 0.647 1.167
Beaver Lake -1.334 1.209
Blue Mountain Lake 1.631 1.671
Bull Shoals Lake -0.484 0.043
Lake Dardanelle 1.064 0.5649
Millwood Lake 0.336 0.802
Nimrod Lake 1.118 0.680
Norfork Lake 0.214 1.945
Table Rock Lake -0.365 1.116 ]
Nashville District 1.618 0.636
Center Hill Lake 2.199 1.627
Cheatham Lake 0.747 -0.1156
Cordell Hull Lake 1.817 0.918
Dale Hollow Lake 1.481 0.191
J. Percy Priest Lake 1.893 0.168
Lake Barkiey 1.239 0.014
Lake Cumberiand 1.552 0.603
Laurel River Lake 1.353 ---
Sacramento District 1.267 1.133
Black Butte Lake 0.809 0.383
Eastman Lake 0.642 0.817
Englebright Lake 0.142 0.932
Hensiey Lake -1.108 0.873
Lake Isabella 2.496 2.042
Lake Kaweah 1.472 0.551
Lake Mendocino 0.055 0.812
New Hogan Lake 0.135 0.945
Pine Flat Lake -0.970 0.057
Success Lake 2.37¢9 1.9189




Table 20

Unadjusted Site Visitation Predictions Using Pooied Nodeis

Site

Day-Use Prediction

Camping Prediction

Littie Rock District

Beaver Lake 4,616,200 71,100
Blue Mountain Lake 21,300 9,100
Buii Shoais Lake 2,631,600 123,000
Lake Dardaneile 770,300 112,100
Millwood Lake 457,700 206,500
Nimrod Lake 64,100 18,200
Norfork Lake 1,304,600 48,500
Tabie Rock Lake 3,100,500 113,900
Nashviiie District
Center Hill Lake 4,073,000 285,500
Cheatham Lake 9,660,700 164,400
Cordell Hull Lake 2,668,200 235,200
Dale Hollow Lake 2,885,200 596,200
J. Percy Priest Lake 13,938,400 615,900
Lake Barkiey 1,895,200 253,400
Lake Cumberiand 3,116,900 173,900
Laurel River Lake 152,300 ---
Sacramento District
Black Butte Lake 297,900 32,100

Englebright Lake 45,300 12,400
Hensley Lake 264,900 28,000
Lake Isabella 68,300 77,000
Lake Kaweah 246,000 13,100
Lake Mendocino 866,800 322,800
New Hogan Lake 368,400 73,700
Pine Flat Lake 541,100 35,600
Success Lake 219,400 29,600




Table 21

Site and District Constant Term Adjustment Factors Using Pooled

Models

Site

Day-Use Prediction

Camping Prediction

Little Rock District

Beaver Lake -0.529 1.439
Blue Mountain Lake 2.322 1.052
Bull Shoals Lake -0.304 -0.507
Lake Dardanelie 1.259 0.853
Miliwood Lake 0.551 1.131
Nimrod Lake 1.781 0.799
Norfork Lake 0.485 1.510
Table Rock Lake -0.266 1.346
Nashville District
Center Hill Lake 0.490 1.181
Cheatham Lake -1.080 -0.482
Cordell Hull Lake 0.372 0.278
Dale Hollow Lake -0.038 -0.299
J. Percy Priest Lake -0.145 -0.569
Lake Barkley 0.798 0.021
Lake Cumberland 0.108 0.728
Laurel River Lake -0.296 --- _
Sacramento District
Black Butte Lake 0.812 0.860
Eastman Lake 0.550 0.970
Englebright Lake 0.732 0.979
Hensley Lake -0.942 1.650
Lake Isabella 3.657 2.334
Lake Kaweah 1.5613 1.362
Lake Mendocino 1.253 0.623
New Hogan Lake 0.860 1.284
Pine Flat Lake 1.077 1.607
Success Lake 2.007 1.604




Tabie 22

Average Per-User Consumer Surplus Per Site Using Individual Dis-

trict Models (1994 dollars)

Average Day-Use Benefit Average Camper Benefit

Site ($) ($)

Little Rock District 2.23 10.22
Beaver Lake 1.87 $.00
Blue Mountain Lake 5.49 13.25
Bull Shoals Lake 2.16 10.10
Lake Dardanelle 2.97 10.37
Miliwood Lake 2.95 10.40
Nimrod Lake 4.46 12.44 s
Norfork Lake 1.96 9.54
Table Rock Lake 2:36 10.35

Nasbhville District - 4.82 29.77
Center Hill Lake 6.03 30.28
Cheatham Lake 2.63 29.30
Cordell Hull Lake 4.91 29.56
Dale Hollow Lake 6.43 29.92
J. Percy Priest Lake 5.40 29.45
Lake Barkley 6.23 30.35
Lake Cumberland 5.15 29.61
Laure! River Lake 5.02 0.00

Sacramento District 2.93 10.48
Black Butte Lake 3.02 10.03
Eastman Lake 4.88 11.41
Englebright Lake 3.08 9.95
Hensley Lake 3.02 9.18
Lake Isabella 6.68 9.94
Lake Kaweah 2.48 7.38
Lake Mendacino 1.87 10.84
New Hogan Lake 4.25 12.10
Pine Fiat Lake 3.01 7.94
Success Lake 3.98 9 99
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Total Day-Use Consumer

Total Camping Consumer

Total Consumer

Site Surplus ($) Surplus ($) Surplus ($)

Little Rock District 44,566,560 29,070,720 73,637,280
Beaver Lake 6,552,860 3,917,520 10,510,380
Blue Mountain Lake 1,689,400 426,240 2,015,640
Bull Shoals Lake 7,452,540 1,833,660 9,286,200
L ake Dardanelle 8,963,660 3,472,920 12,426,480
Millwood Lake 2,672,640 7,106,040 9,778,680
Nimrod Lake 1,938,060 599,940 2,538,000
Norfork Lake 5,857,200 3,164,400 9,021,600
Tabie Rock Lake 9,510,300 8,550,000 18,060,300

Nashville District 128,573,820 75,562,020 204,135,840

Center Hill Lake 20,964,420 15,786,540 36,750,960
Cheatham Lake 4,388,580 1,513,440 5,902,020
Cordell Hull Lake 9,751,680 5,109,30Q 14,851,980
Dale Hollow Lake 9,954,180 19,860,480 29,814,660
J. Percy Priest Lake 33,333,480 6,415,380 39,748,860
Lake Barkiey 29,527,560 12,611,440 42,039,000
Lake Cumberiand 20,220,480 14,374,440 34,594,920
Laurel River Lake 604,080 0 804,080
Sacramento District 19,979,28 10,104,300 30,083,580
Black Butte Lake 771,300 316,080 1,087,380
Eastman Lake 412,200 371,700 783,900
Englebright Lake 319,140 344,160 663,300
Hensley Lake 117,540 582,120 699,660
Lake Isabelia 8,964,720 3,334,500 12,258,220
Lake Kaweah 1,647,000 257,580 1,904,580
Lake Mendocino 2,174,580 2,397,600 4,572,180
New Hogan Lake 1,294,380 1,163,880 2,458,260

Pine Filat Lake

2,664,180

Success Lake

2,368,080

2,950,920




Site Camping Revenue ($) Economic Benefit ($)
Litiie Rock District 8,052,300 81,683,580

Beaver Lake 1,354,680 11,865,060

Blue Mountain Lake 96,480 2,112,120

Bull Shoals Lake 128,700 9,414,900
Lake Dardanelle 961,740 13,388,220
Miliwood Lake 2,254,680 12,033,360
Nimrod Lake 126,540 2,664,540
Norfork Lake 1,005,480 10,027,080
Table Rock Lake 2,124,000 20,184,300
Nashville District 8,226,900 212,833,380
Center Hill Lake 1,700,640 38,451,600
Cheatham Lake 183,960 6,085,980
Cordell Hull Lake 547.560 15,399,540
Daie Holiow Lake 1,954,260 31,768,920
J. Percy Priest Lake 879,480 40,628,340
Lake Barkley 1,600,740 43,639,740
Lake Cumberiand 1,360,260 35,855,180
Laurel River Lake (o} 604,080
Sacramento District 3.189.600 33,273,180
Biack Butte Lake 95,940 1,183,320
Eastman Lake 90,720 874,620
Englebright Lake 112,320 775,620
Hensley Lake 180,720 880,380
Lake Isabeila 1,126,080 13,425,300
Lake Kaweah 105,840 2,010,420

New Hogan Lake 284,220 2,742,480
Pine Flat Lake 277,560 2,941,740
Success Lake 179,820 3,130,740




Table 25

Visitation Increase and Marginal Benefits for Marginal Increase in
Facility Variables

Day-Use Visit ' Camping Visit
Site Facility Level Increase Increase Marginal Benefit ($)
a. Full-Service Marinas
Beaver 7 59,840 6,770 172,980
Blue Mountain o] 30,170 3,060 206,100
Buii Shoais i3 34,190 1,650 90,540
Dardanelle 4 79,620 8,090 320,400
Millwood 3 29,350 20,260 297,360
Nimrod 1 25,920 2,630 148,500
Norfork 7 50,720 5,160 148,680
Table Rock 13 39,970 7,500 171,900
Barkley 7 161,860 13,070 1,404,720
Center Hill 7 118,690 16,530 1,216,080
Cheatham 2 142,680 4,090 494,820
Cordell Hull 2 169,550 13,670 1,237,140
Cumberland 10 98,630 11,330 843,300
Dale Hollow 14 28,750 11,450 527,220
J. Percy Priest 4 329,260 10,780 2,095,380
Laurel River 2 10,280 - 51,660
Black Butte 1 30,900 13,540 229,140
Eastman 1 10,670 13,990 209,52¢
Englebright 1 12,560 14,840 186,300
Hensley 1 4,710 27,230 264,240
Isabella 1 162,610 144,090 2,517,660
Kaweah 0 143,140 29,370 572,400
Mendocino 3 75,450 48,070 662,040
New Hogan 1 36,910 41,310 656,460
Pine Flat 1 76,980 40,770 555,120
Success o 128,510 49,550 1,001,700
| b. Swimming Beaches
Beaver 11 20,070 2,160 60,660
Blue Mountain 8,460 820 57,240
Bull Shoals 18 14,870 880 39,060
Dardanelle 0 152,060 14,710 604,080
Miliwood 2 18,690 12,290 183,060
Nimrod 3 6,930 670 39,240
Norfork 9 20,270 1,970 58,500
Table Rock 26 10,450 1,870 43,920
Barkley 11 57,270 4,210 484,380
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Day-Use Visit Camping Visit
Site Facility Level increase increase Marginal Benefit {$)
b. Swimming Beaches (Continued)
Center Hill 9 50,060 6,350 494,100
Cheatham o 182,980 4,750 620,100
Cordell Hull 9 28,580 2,100 202,500
Cumberland 5 91,870 9,600 757,260
Dale Hollow 12 17,320 6,280 299,160
J. Percy Priest 12 69,010 2,060 433,260
Laurel River 1 7,450 - 37,440
Black Butte 1 930 4,670 49,680
Eastman 1 320 4,830 56,700
Englebright 0 650 9,220 93,780
Hensley 2 100 6,540 60,300
Isabella o 8,400 89,480 945,180
Kaweah 1 2,430 5,170 44,280
Mendocine 3 2,330 17,490 193,860
New Hgogan 1 1,120 14,270 177,300
Pine Flat 1 2,330 14,080 118,800
Success 0 3,730 15,700 170,280
c. Boat Launch Lanes
Beaver 38 7,500 220 16,020
Blue Mountain 13 1,680 40 9,720
Bull Shoals 88 3,240 40 7,380
Dardanelle 28 8,590 230 27,900
Millwood 31 2,340 420 11,340
Nimrod 20 1,700 40 8,100
Norfork 48 5,070 130 11,160
Table Rock 431 770 40 2,160
Barkley 95 6,680 1,670 89,280
Center Hill 74 6.260 2,540 114,660
Cheatham 21 10,120 850 51,480
Cordell Hull 32 8,080 1,900 95,940
Cumberland 128 4,120 1,380 82,100
Dale Hollow 126 1,660 1,810 67,860
J. Percy Priest 83 9,840 950 81,720
Laurei River 0 11,850 59,760
Biack Butte 6 33,840 2,740 129,780
Eastman 6 11,690 2,830 86,940
Englebright 4 19,230 4,160 100,620
Hensley 6 5,160 5,500 66,060
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Table 25 {Continued)
Day-Use Visit Camping Visit
Site Facility Level Increase Increase Margina! Bensfit {$)
c. Boat Launch Lanes {Continued)
Isabella 27 44,670 7,420 372,060
Kaweah 6 87,970 3,030 240,840
Mendocino 12 83,160 10,450 268,920
New Hogan 6 40,430 8,350 272,700
Pine Flat 12 45,500 4,490 172,440
Success 7 69,150 4,480 319,500
[ d. Camping Sites
Beaver 850 - 180 1,380
Blue Mountain 97 - 70 800
Bull Shoals 985 - 40 360
Dardanelle 425 - 170 1,800
Millwood 330 - 450 4,680
Nimrod 133 - 80 1,080
Norfork 722 -- 100 1,260
Table Rock 1,300 - 140 1,260
Barkley 702 - 150 4,500
Center Hill 594 -- 230 7,020
Cheatham 58 - 230 6,660
Cordell Hull 492 - 90 2,700
Cumberland 1,104 - 120 3,600
Dale Hollow 1,029 - 170 5,040
J. Percy Priest 671 - 80 2,340
Laurel River (o] N - -- 0
Black Butte 120 - 60 540
Eastman 81 - 90 1,080
Englebright 94 -- 80 720
Hensley 62 - 230 2,160
Isabella 1,325 -- 60 540
Kaweah 95 - 80 540
Mendocino 378 - 130 1,440
New Hogan 220 - 100 1,260
Pine Flat 303 - 70 540
Success 212 - 60 540
e. Parking Spaces

Beaver 2,810 210 - 360
Blue Mountain 547 90 -- 540
Bull Shoals 2,893 210 - 540
Dardanelle 2,088 240 -- 720
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[[ Table 25 (Continued)

Day-Use Visit Camping Visit
Site Facility Level Increase Increase Marginal Benefit ($)
[ e. Parking Spaces (Continued)
Millwood 1,044 140 - 360
Nimrod | 907 80 - 360
Norfork 2,144 240 - 540
Table Rock 7,044 80 - 180
Barkley 4,964 140 - 900
Center Hill 4,819 100 -- 540
Cheatham 1,365 200 - 540
Cordell Hull 2,416 140 - 720
Cumberland 7,036 80 -- 360
Dale Hollow 5,163 50 - 360
J. Percy Priest 16,770 120 -- 720
Laurel River 115 170 - 900
Black Butte 653 90 -- 360
Eastman 307 70 - 360
Englebright 240 100 - 360
Hensley 515 20 -- 54
Isabella 1,335 240 - 1,620
Kaweah 249 640 - 1,620
Mendocino 620 450 - 900
New Hogan 1,143 60 -- 180
Pine Flat 1,361 110 - 360
Success 505 290 - 1,080
f. Picnic Table:
Beaver 101 2,280 - 4,320
Blue Mountain 9 880 - 4,860
Bull Shoals 103 2,730 - 5,940
Dardanelle 99 2,470 - 7,380
Millwood 16 4,260 - 12,600
Nimrod 13 2,460 - 10,980
Norfork 14 15,850 -- 31,140
Table Rock 85 3,830 - 9,000
Barkley 539 1,710 -- 10,620
Center Hill 413 1,600 - 9,720
Cheatham 92 3,440 - 9,000
Cordell Hull 147 2,560 -- 12,600
Cumberland 440 1,690 - 8,640
Dale Hollow 164 1,800 - 11,520
J. Percy Priest 531 2,220 -- 12,060
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Day-Use Visit Camping Visit
Site Facility Level Increase Increase Marginal Benefit ($)
f. Picnic Tables (Continued) ‘

Laurei River 20 1,080 - 5,400

Black Butte 45 2,270 - 6,840
Eastman 59 230 - 1,080
Englebright 1 1,340 - 4,140

Hensley 33 180 - 540

Isabella 34 6,070 - 40,500

Kaweah 13 7.360 - 18,180
Mendocino 140 1,310 - | 2520 ]
New Hogan 124 390 - 1,620

Pine Flat 103 970 - 2,880
Success 67 1,390 - 5,680
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Table 26

Long-Range Visit Forecasts for Nashviile District

Site 1990 1995 2000 2005 2010

a. Day-Use Predictions
Barkley 4,727,300 4,827,100 4,975,300 5,094,000 5,096,900
Center Hill 3,384,600 (3,459,900 |3,569,200 3,657,900 3,664,900
Cheatham 1,412,600 1,444,400 1,489,800 1,526,800 1,530,500
Cordell Hull 1,879,200 1,920,700 1,981,400 2,030,400 2,033,900
Cumberland 4,489,500 4,591,900 4,739,700 4,860,300 4,872,300
Daie Holiow 1,590,300 1,625,900 1,677,800 1,719,900 1,723,600
J. Percy Priest | 7,338,600 7,486,700 7,706,600 7,881,400 7,876,200
Laurel River 120,800 123,500 127,500 130,800 131,100

b. Camping Predictions
Barkley 415,500 422,600 428,400 433,700 439,000
Center Hill 465,900 473,200 480,500 486,500 482,500
Cheatham 44,100 44,900 45,500 46,100 46,600
Cordell Hull 165,100 167,900 170,200 172,400 174,500
Cumberland 560,300 569,900 577,800 585,100 592,300
Daie Hoiiow 688,400 700,200 709,900 718,800 727,700
J. Percy Priest 229,600 233,600 236,800 239,700 242,699




Table 27
Proportion of Visitation for Various Per-Person Fee Increases as
Compared to Baseline Fees and Average Number of Visitors Per
Vehicle'
Site Party Size $0.25 $0.50 $1.00 $2.00 $3.00
a. Day-Use Fee increase
Beaver 2.62 0.707 0.519 0.304 0.133 0.071
Blue Mountain | 2.72 0.898 0.811 0.671 0.480 0.360
Bull Shoals 2.54 0.726 0.546 0.335 0.159 0.091
Dardanelle 2.84 0.790 0.637 0.436 0.237 0.148
MLlwiod 2.47 0.797_777 0.648 0.448 0.244 0.149
Nimrod 3.1 0.858 0.745 0.577 0.374 0.262
Norfork 2.69 0.709 0.5623 0.311 0.141 0.079
Table Rock 3.17 0.709 0.5631 0.333 0.172 0.107
Barkley 2.10 0.873 0.774 0.630 0.454 0.349
Center Hill 2.50 0.876 0.777 0.628 0.444 0.335
Cheatham 2.29 0.654 0.476 0.304 0.175 0.121
Cordell Hull 2.57 0.807 0.678 0.517 0.350 0.262
Cumberland 2.91 0.838 0.719 0.556 0.378 0.282
Dale Hollow 2.77 0.880 0.788 0.648 0.474 0.370
J. Percy Priest | 2.02 0.873 0.769 0.610 0.413 0.299
Laure! River 2.78 0.838 0.717 0.551 C.369 0.273
Black Butte 2.68 0.821 0.682 0.482 0.273 0.159
Eastman 2.93 0.883 0.784 0.625 0.414 0.287
Engiebright 2.51 0.819 0.679 0.481 0.268 0.i165
Hensiey 2.86 0.814 0.671 0.472 0.260 0.157
isabeila 2.43 0.933 0.871 0.763 0.5691 0.466
Kaweah 2.69 0.788 0.630 0.418 0.206 0.114
Mendocino 2.45 0.692 0.603 0.298 0.142 0.086
New Hogan 2.76 0.877 0.774 0.612 0.403 0.281
Pine Flat 2.79 0.824 0.685 0.485 0.263 0.155
Success - | 2.67 0.862 0.747 0.571 0.352 0.230
b. Camping Fee Increase
Beaver 2.62 0.894 0.810 0.685 0.528 0.432
Blue Mountain | 2.72 0.960 0.923 0.855 0.745 0.658
Bull Shoals 2.54 0.911 0.839 0.730 0.587 0.495
Dardanelle 2.84 0.920 0.853 0.748 0.696 0.498
Millwood 2.47 0.927 0.864 0.763 0.621 0.525
Nimrod an 0.947 0.900 |0.819 0.693 0.600
Norfork 2.68 0.805 0.830 0.718 0.575 0.485
Table Rock 3.17 0.913 0.844 0.738 0.599 0.507
Barkiey 2.10 0.883 0.967 0.937 0.886 0.842
Center Hiii 2.50 0.982 0.965 0.934 0.881 0.836
' Fees per vehicle obtained by dividing by average party size.
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Table 27 {Concluded)
Site Party Size $0.25 $0.50 $1.00 $2.00 $3.00
. Camping Fee Increase (Continued)

Cheatham 2.29 0.978 0.959 0.927 0.874 0.831
Cordell Hull 2.57 0.982 0.965 0.935 0.883 0.840
Cumberland 2.91 0.983 0.967 0.938 0.887 0.844
Dale Hollow 2.77 0.984 0.969 0.942 0.894 0.853
J. Percy Priest | 2.02 0.985 0.971 0.944 0.897 0.856
Black Butte 2.68 0.933 0.874 0.775 0.629 0.528
Eastman 2.93 0.950 0.903 0.820 0.687 0.586
Englebright 2.51 0.934 10.877 0.782 0.642 0.544
Hensley 2.88 0.923 0.856 0.744 0.583 0.473
Isabella 2.43 0.973 0.947 0.897 0.811 C.737
Kaweah 2.68 0.885 0.808 C.668 0.485 0.371
Mendocino 2.45 0.921 0.858 0.762 0.635 0.549
New Hogan 2.76 0.8948 0.500 0.8186 0.684 0.584
Pine Fiat 2.79 0.910 0.832 0.704 0.525 0.407
Success 2.67 0.942 0.889 0.797 0.656 0.553




Table 28

Site B, (Linear) B, (Square) B, (cube) R-Squared
Littie Rock District
Beaver Lake 26.729 0.00141 -9.86*E-9 0.9999
Blue Mountain Lake 2.687 0.00224 -3.48*E-8 0.9999
Buii Shoalis Lake 25.770 0.00126 -7.82%E-9 0.9998
Lake Dardanelle 9.931 5.21*E-6 3.63*E-9 0.9998
Millwood Lake -0.547 0.00028 -5.78*E-10 0.9990
Nimrod Lake 3.715 0.00138 -3.36%E-8 0.9997
Norfork Lake 21.399 0.00210 -2.23*E-8 0.9955
Table Rock Lake 30.699 0.00107 -7.11*E-9 0.9998
Nashville District
Center Hill Lake 7.496 0.00320 1.87*E-9 0.9999
Cheatham Lake 11.909 0.00018 1.05*E-9 0.9972
Cordell Hull Lake 17.442 0.00043 -4.82*E-9 0.9991
Dale Hollow Lake 14.502 0.00073 -3.84*E-9 0.9993
J. Percy Priest Lake 18.883 0.00063 1.86"E-9 0.9991
Lake Barkiey 18.500 -0.00024 3.147E-9 0.9997
Lake Cumberland -13.122 0.00200 -3.84*E-9 0.9993
Laurel River Lake 11.384 0.01496 -8.37*E-7 0.9996
Sacramento District

Black Butte Lake 8.774 0.00490 1.12*E-7 0.9996
Eastman Lake -8.057 0.05579 -2.02*E-6 0.99%4
Englebright Lake 32.409 0.10326 -4.63"E-5 0.9999
Hensley Lake 13.857 0.01285 9.62*E-6 0.9970
Lake Isabelia 11.603 0.00242 8.27*E-8 0.9924
Lake Kaweah 20.023 0.01228 8.33%E-6 0.9998
Lake Mendocino

New Hogan Lake 1.489 0.02398 -1.75*E-6 0.9991
Pine Fiat Lake -5.720 0.03710 -1.371%E-8 0.9989
Success Lake 0.00536 -9.03*E-8 0.9993




Table 29

Annuai Marginai Vaiue per Acre-Foot of Water at Different Surface
Acre Leveis Based on Tabied Recreation Pool Surface Acres, in
1884 Doiiars

Percent Percent Percent Percent
Site Recreation Pool |Full = 90 [Fuli = 80 |Full = 70 |Full = 60

Little Rock District
Beaver 28,220 5.89 5.89 6.03 6.21
Blue Mountain 2,910 63.25 65.74 69.89 74.75
Bull Shoals 45,440 2.86 2.81 2.86 2.92
Dardaneiie 34,300 22.57 23.99 25.85 27.61
Millwood 29,500 33.35 35.50 38.97 43.58
Nimrod 3,650 77.89 79.29 82.563 86.29
Norfork 22,000 6.55 6.53 6.70 6.93
Table Rock 43,100 6.43 6.30 6.34 6.43
Nashville District
Center Hill 18,220 21.56 23.20 25.65 28.75
Cheatham 7,450 69.84 67.68 66.55 65.07
Cordell Hull 11,960 62.93 61.49 61.09 60.57
Dale Hollow 27,700 17.60 19.28 21.65 24.46
J. Percy Priest 14,200 118.03 115.51 115.20 114.91
Barkley 57,920 51.48 .56.65 61.99 65.48
Cumberiand 50,250 6.64 7.06 7.74 8.68
Laurel River 5,660 1.35 1.33 1.35 1.40
Sacramento District

Black Butte 3,128 10.58 11.62 12.64 13.97
Eastman 1,070 9.47 10.58 12.04 14.02
Englebright 779 8.44 8.50 8.66 8.96
Hensley 1,300 10.35 11.88 13.75 16.09
Isabella 6,520 42.01 46.22 51.17 57.01
Kaweah 1,065 29.39 32.71 36.50 40.86
Mendocino 1,785 31.52 46.48 0.00 0.00
New Hogan 3,099 9.74 10.31 11.09 12.17
Pine Flat 5,956 2.18 2.32 2.52 2.79
Success 2,450 50.18 52.36 54.81 57.47

{Continued}




Table 29 (Concluded)

Percent Percent |Percent |Percent Percent
Site Recreation Pool |Full = 50 [Full = 40 |Full = 30 |Full = 20 |[Full = 10

Littie Rock District
Beaver 28,220 6.44 6.71 7.04 7.36 7.51
Blue Mountain 2,910 81.02 88.16 97.22 108.68 | 120.67
Buil Shoais 45,440 3.02 3.17 3.37 3.60 3.87
Dardanelle 34,300 29.1 30.06 30.13 28.82 25.25
Millwood 29,500 49.91 59.27 74.81 106.70 | 222.05
Nimrod 3,550 50.25 $5.02 | 100.24 104.71 106.18
Norfork 22,000 7.24 7.61 8.14 8.77 9.40
Table Rock 43,100 6.57 6.77 7.00 7.27 7.36

Nashvilie District

Center Hill 18,220 32.71 38.00 45.58 57.40 78.88
Cheatham 7,450 63.25 60.77 57.40 52.75 45.29
Cordeii Huii 11,960 59.80 58.55 56.65 53.44 47.34
Dale Hollow 27,700 27.79 31.70 36.16 40.86 44.06
J. Percy Priest 14,200 114.41 113.38 | 111.37 107.12 97.29
Barkiey 57,920 65.84 62.37 55.30 45.58 33.98
Cumberland 50,250 10.01 12.08 15.73 24.35 79.43
Laurel River 5,660 1.48 1.58 1.78 2.09 2.70

Sacramento District
Black Butte 3,128 15.61 17.66 20.25 23.65 28.10
Eastman 1,070 16.94 21.55 30.06 51.88 | 252.92
Englebright 779 9.45 10.19 11.29 12.94 15.61
Hensley ) 1,300 18.01 22.72 27.38 33.07 39.37
Isabella 6.520 64.04 72.52 82.96 95.76 | 110.81
Kaweah 1,065 45.83 51.44 57.55 63.79 68.89
Mendocino 1,785 0.00 0.00 0.00 0.00 0.00
New Hogan 3,099 13.70 16.02 19.82 27.09 46.80
Pine Flat 5,956 3.17 3.76 4.77 6.75 13.23
Success 2,450 60.43 63.61 67.12 70.58 73.13




Table 30

Monthly Visitation Proportions {from 1991 NRMS data)
Site January February March | April May June July Augt S [+] N D
Little Rock District
Beaver Lake 0.03 0.04 0.03 0.06 0.09 0.14 0.15 |0.12 Q.14 0.09 0.07 Q.05
Biue Mountain Lake | 0.03 0.03 0.07 0.10 0.13 0.19 0.22 |0.14 0.04 0.03 0.02 0.01
Bull Shoals Lake 0.04 0.05 0.07 0.08 0.07 0.17 0.15 |0.14 0.08 0.07 0.05 0.04
Lake Dardanelle 0.05 0.05 0.05 0.09 0.13 0.13 0.14 |0.11 0.09 0.08 0.05 0.04
Millwood Lake 0.03 0.03 0.05 0.08 1003 l0.22 lo022 l0.13 0.04 0.03 0.02 0.01
Nimrod Lake 0.03 0.04 0.05 0.0 0.08 [0.i5 |0.i5 0.8 0.08 0.07 0.04 0.0z
Norfork Lake 0.04 0.03 0.07 0.1 0.09 0.12 0.15 |0.15 0.08 0.08 0.05 0.03
Table Rock Lake 0.02 0.02 0.03 0.04 0.07 0.18 0.23 |0.17 0.12 0.09 0.03 0.02
Nashville District
Center Hill Lake 0.03 .03 0.06 0.08 0.1 0.17 0.20 |0.i8 0.67 0.04 0.04 0.03
Cheatham Lake 0.04 0.03 0.05 0.07 0.09 0.11 0.19 Jo.13 0.13 0.08 0.05 0.03
Cordell Hull Lake 0.04 0.04 0.05 0.07 0.10 0.14 0.15 |0.13 0.10 0.06 0.06 0.06
Dale Holiow Lake 0.01 0.01 0.02 0.02 0.06 0.25 0.28 |0.22 0.07 0.03 0.03 0.01
J. Percy Priest Lake | 0.02 0.02 0.10 0.10 0.1 0.17 0.19 |0.12 0.07 0.06 0.04 0.01
Lake Barkley 0.02 0.03 0.06 0.06 0.10 0.18 0.18 10.13 0.09 0.08 0.05 0.02
Lake Cumberiand 0.01 0.02 0.03 0.05 .10.08 1020 [0.24 {0.19 0.08 0.05 0.03 0.02
Laurei River Lake 0.01 0.01 0.02 0.03 |[0.06 |0.20 [0.28 |0.24 0.05 0.07 0.03 0.01
Sacramento District

Black Butte Lake 0.02 0.04 0.12 0.18 0.06 0.15 0.16 {0.11 0.08 0.04 0.03 0.01
Eastman Lake 0.06 0.07 0.07 0.14 1012 1010 10,11 10,08 0.08 0.07 0.06 0.08
Englebright Lake 0.01 .02 0.03 004 §0.14 (0.1 (0.22 0.i8 0.12 0.02 0.02 0.01
Hensley Lake 0.04 0.06 0.12 0.13 0.10 0.12 0.12 |0.08 0.08 0.06 0.05 0.04
Lake isabelta 0.03 0.05 0.06 0.08 0.16 0.12 0.13 |0.13 0.11 0.07 0.05 0.02
Lake Kaweah 0.04 0.06 0.07 0.13 0.13 0.14 0.14 |0.10 0.08 0.04 0.04 0.04
Lake Mendocino 0.02 0.03 0.03 0.1 0.11 0.22 0.17 |0.12 0.12 0.03 0.03 0.02
New Hogan Lake 0.04 0.04 0.08 0.11 0.12 lo0.13 10.13 10.12 0.09 0.06 0.08 0.03
Pine Flat Lake 0.04 0.05 0.07 0.14 0.i15 0.17 6.i3 [0.06 0.08 0.04 0.04 0.03
Success Lake 0.04 0.04 0.10 0.13 0.17 0.15 0.13 |0.09 0.07 0.04 0.05 0.01




Table 31

Predicted Visits for Lake Sonoma Using Sacramento District

Models
Predicted Day-Use Predicted Camping | Predicted Total Actual Total

Year Visits Visits Visits Visits

1988 | 2,609,300 140,100 2,749,400 501,300
1989 | 2,765,800 145,900 2,911,700 494,600
1990 | 3,473,800 149,100 3,622,900 322,100
1991 2,433,700 145,800 2,579,500 367,100
1992 | 4,089,400 192,900 4,282,300 459,000

Table 32

Model Results for Several Combinations of Estimated Regional
Recreation Demand Models. Results Can be Used to Perform Chow

Tests of Model Transferability

District(s) R-Square |Observations | ESS TOT_COST
a. Day Use
Little Rock 0.664 307 661.2 |-3.442
Nashville 0.559 993 1,718.1 |-2.5635
Sacramento 0.549 264 980.9 |-4.259
Little Rock and Nashville 0.599 1,300 4,178.7 |-3.008
Little Rock and Sacramento 0.578 571 1,899.0 |-3.792
Nashville and Sacramento 0.537 1,257 5,698.9 |-3.378
Pooled, Little Rock, Nashville, Sacramento {0.563 1,564 7,879.6 |-3.394
_E__C_amping
Little Rock 0.469 616 1,244.4 1-1.860
Nashville 0.261 1,755 1,758.4 |-0.705
Sacramento 0.446 462 1,334.2 |-2.314
Little Rock and Nashville 0.379 2,37 5,782.1 |-1.265
Little Rock and Sacramento 0.428 1,078 3,187.7 |-2.084
Nashville and Sacramento 0.352 2,217 7,637.9 |-1.536
Pooled, Little Rock, Nashville, Sacramento {0.378 2,833 12,000.1 |-1.638
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Transferred To

Day-Use Test Statistic

Littie Rock and Nashviiie Sacramento 1186.7 276.9
Little Rock and Sacramento | Nashville 261.3 575.8
Nashville and Sacramento Little Rock 53.0 148.3
Little Rock Nashville 240.3 136.4




Table 34

Average Per-User Consumer Surplus Using Pooled Models from
Other Two Districts, Percent Difference from Individual District
Models (in 1994 dollars)

Average Day-Use | Percent Average Camper | Percent
Site Benefit Difference Benefit Difference
Little Rock District
Beaver Lake 2.09 +12 12.47 +38
Blue Mountain Lake 5.69 +4 15.55 +17
Bull Shoals Lake 2.20 +2 13.23 +31
Lake Dardanelle 3.10 +4 13.39 +29
Millwood Lake 3.15 +7 13.27 +28
Nimrod Lake 4.57 +2 16.12 +22
Norfork Lake 2.00 +2 12.74 +34
Table Rock Lake 2.20 -7 13.39 +29
Nashville District
Center Hill Lake 2.63 -56 11.09 -63
Cheatham Lake 0.85 -68 7.04 -76
Cordeli Hull Lake 1.49 -70 10.39 -65
Dale Hollow Lake 2.47 -62 12.06 -60
J. Percy Priest Lake 2.52 -563 8.73 -70
Lake Barkley 2.43 -61 10.98 -64
Lake Cumberland 1.76 -66 10.12 -66
Laurel River Lake 1.85 -63
Sacramento District

Black Butte Lake 5.35 +77 17.69 +76
Eastman Lake 7.27 +55 18.14 +59
Englebright Lake 5.54 +80 16.92 +70
Hensley Lake 5.51 +82 17.30 +88
Lake Isabella 8.57 +28 15.71 +58
Lake Kaweah 4.39 +77 17.23 +133
Lake Mendocino 4.32 H 131 17.48 +61
New Hogan Lake 6.32 +49 20.16 +67
Pine Flat Lake 4.91 +63 17.75 +124
Success Lake 6.53 +64 17.96 +81




Appenaix A
\/icitnnst: DAatspw
Summary of Visitation Pattern
for Omaha District Exit Surveys
As part of a recreation economic benefits analysis of the Missouri River

System (U.S. Army Engineer Division, Missouri River, 1994 4), resp onc_i ents in
an exit survey in the Omaha District were asked whether they were on a
multidestination trip. While surveys were conducted at many sites, the results
from two sites are presented here because the sample sizes are large enough to
split into different categories. These sites are General Sibley Park located on
Lake Oahe near Bismarck, North Dakota, and Lake Sakakawea State Park on
Lake Sakakawea near Garrison, North Dakota.

All sampled visitors were classified as day users or campers and as single-
or multiple-destination visitors. Market areas were defined as 125 miles for
day users and 175 miles for campers, similar to the three district models. The
results are presented in Table Al. A total of 1,874 visitors were surveyed at
General Sibley Park, and 1,241 visitors were surveyed at Lake Sakakawea
State Park. Overall, the majority of all visitors were on single-destination
trips (87.9 percent)

The two potential sources of error with the market area specification

presented in the three district models are that many multiple-destination

travelers would be included in the market area, and single-destination visitors

would be excluded; Table A1 shows that these errors may be small.

For General Sibley Park, the market areas include 96.6 percent of single-
destination day users and 90.9 percent of single-destination campers. For
Lake Sakakawea State Park, the market areas include 80.4 percent of all
single-destination day users and 84.6 percent of single-destination campers.
The concern that the market areas exclude many single-destination travelers
does not seem to be too important for these sites Considering aII visitors at

>
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Table A1
Ciassification of Omaha District Visitors
General Sibley Park Day Users
Within 125-Mile Outside 125-Mile
Market Area arket Area Total
Primary-Destination Visitors 1,410 48 1,459
Multiple-Destination Visitors 92 23 115
Total Visitors 1,502 72 1,674
General Sibley Park Campers
Within 175-Mile Outside 175-Mile
Market Area Market Area Total
Primary-Destination Visitors 189 19 208
Multiple-Destination Visitors 41 51 92
Total Visitors 230 70 300
Lake Sakakawea State Park Day Users
Within 125-Mile Outside 125-Mile
Market Area Market Area Total
Primary-Destination Visitors 469 114 583
Multiple-Destination Visitors 34 52 86
Total Visitors 503 166 669
Lake Sakakawea State Park Campers
I Within 175-Mile Outside 175-Mile
Market Area Market Area Total
Primary-Destination Visitors 413 75 488
Muitiple-Destination Visitors 40 44 84
Total Visitors 453 119 572
The other concern is that many muitipie-destination visitors couid be
included in the market areas. Again, this concern does not seem to be
imamifinnmt Tae lacacal Cllilac: Dasls sha ceinsbat acane t:malizda £ 1 svasnnesé
signiricant. ror Génerai SIvIEY rark, tne markKet areas inciude 6.1 percent
multiple-destination day users and 17.8 percent multiple-destination campers;
forl alra Qalralrawan Qtate Parle the marlkat areac inclhide 6  narcent multinla_
1 AN Vanhanaviwva Jialtw i “ll\’ tiiw 11iG1 RWwE QL VAU lllwiuuie U..O y\'l\i\illl lllulblyl\'
destination day users and 8.8 percent multiple-destination campers. The over-
all market areas include only about 8 percent multidestination visitors

Assuming similar visitation patterns in the Little Rock, Nashville, and
Sacramento Districts, the market area definitions should not bias this study’s
benefit estimates significantly. The results from the Omaha District show that
the defined market areas include the majority of all single-destination visitors
and include few multiple-destination travelers.
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Valuing Individual Facilities
Using the Facility Index

Simulation experiments were used to explore the performance of the facil-
ity index approach described in Chapter 4 of this report relative to other meth-
ods for dealing with multicollinearity. Along with the index, the experiments
will consider using ordinary least squares (OLS) with all facility variables,
dropping all but one facility variable, and principal components. Wetzstein
and Green (1978)" applied principal components to a recreation demand situa-
tion. Ridge regression was not included in the experiments, because it has
received little use in economic research, involves the choice of an arbitrary
constant, and was more difficuit to operationalize.

The same dataset is used for all simulation experiments. The data on the
independent variables are taken from the Sacramento District data included in
the main text of this report. A 150-mile market area was chosen as a mid-
point between the day-use and camping market areas. This produced
348 observations. The following independent variables were included in the
experiments:

e POPULATION

e TOT_COST

e SUB_INDEX

e CV

e SUR_ACRES

e PICNIC

e LANES

e PARKING
Note that the ast four variabies in this list are the facility variabies used to
construct the facility index. The first four variables are the “nonfacility”
variables, which are assumed to be relatively uncorrelated among each other

I References are listed with complete information following main text.
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To illustrate the degree and impact of multicollinearity, a regression model
is estimated using the independent variables above and the dependent variable
estimated Sacramento annual day-use visitation The results are given in

Q
=

regressing that variable st all remaining independent variables. T
(1993) presents a rule of thumb stating that if any of the auxiliary R”’s are
higher than the R? of the full regression, then multicollinearity is a concern
Noting the high auxiliary R”s in Table B1, especially for PARKING and
SUR_ACRES, multicollinearity seems to be problematic. While the param

-
ter estimates for the nonfacxlltv variables correspond to expectations, those for
the facility variables do not. Parameter estimates for the facxlltv varlables are
expected to range between O and 1 (decreasing marginal impact on visitation).
The estimate on PARKING, which has the highest auxiliary R?, is especially
difficult to accept. Using the parameter estimates in Table B1 would produce
some management actions that may not be supported reliably.

Different methods for dealing with multicollinearity are tested using
simulations. Each simulation involves running regressions with the actual
independent variable, but a generated dependent variable. The values for the
dependent variables are generated using known coefficients and error vari-

1

all simulations, the values of the nonfacility coefficients are

defin as.
=428
2o .28

Bropuramion = 1.03
Bror cost = -3.27
BSUB_“M__H = -14.30
Bey = -0.94
where

B, = intercept term in the double-log models

These values were chosen because they approximate the estimates obtained
using the actual data and generate a mean of the dependent variable similar to

the actuai mean.

For the known coefficients on the facility variabies, two possibilities are
explored. First, all four facility coefficients are set equal at 0.50. In the
other case, the coefficients are set differently as

Bsur_acres =

AUNES

Each simulation run generates 100 random values of an error term with a
known variance (¢%). The values of o® defined in this experiment are 1.6, 2.8
and 4.7. Setting o® at 1.6 approximates the R? obtained with the actual data,

Appendix B Valuing Individual Facilities Using the Facility Index
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around 0.65. The other values of ¢* produce R*’s that represent reasonable
values obtained in travel cost models. Setting o® at 2.8 gives an average R? of
about 0.40, and R? is about 0.20 when o® is 4.7. Note that the R*’s of the
models in the text of this report range from 0.35 to 0.67. Different error
variances will indicate if the methods compare differently as the explanatory
power of the model changes. Thus, with three error variances and two sets of

o L U P S (U, a

coefficients, six total simulation runs are presented.
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are dropped from the model to reduce multicollinearity.
allow for management analysis of other facility variables.

The third method is principal components analysis (PCA), which should
produce biased coefficients with lower variances than the full OLS model.
With PCA, one must choose how many characteristic vectors to include in
calculating the estimates. For this experiment, the use of one, two, and three
characteristic vectors will be explored. If all characteristic vectors are
included, PCA will produce the same results as OLS with the full set of
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four nonfacility variables are included alone with one facility variable. Define
AV 59 ll\llll“\illll] VAaLIGAUILWY @lw lliviuuiuvig “lvlls YYiLll Viiv 1Awvilit valiiaviwv. ASwiliiv
each unward biased first-stace coefficient on a facilitv variahle ac T. The
€ach upwarg bDlasegd Irst-stage coetricient on a 1aciiity variapie as 1;. 1€
facility index is then calculated as
: _leitn arpoc  BSUR_ACRES) [Simngi~ ApeNich
I, = (SUR_ACRES; =) = (PICNIC; )

« (PARKING, ™A% o (L ANES, AN)

The variable [; is then included in a second-stage double-log OLS model with
the four nonfacility variables. Because the model is Cobb-Douglas in struc-
ture, the estimated coefficient on INDEX can then be multiplied by each T; to
obtain the final coefficient estimates for the facility variabies.

The four methods will be compared using the mean squared error criterion,
P DAY SR RIS P D A alicn dlar crncinennn AL tlan e mnceanbne andiemanda
aclinca I1C D1ddS squarcu plua LUIC vdIildllICC Ul LIC pdl' I1CLCI OdLIIIALC
MNMacirahla svAint actismntame chanld caalr +4A mintmira manan cmiara arens IAACEN)
L/0d11avic PUI AU OOLILIIALULD DIIVUIU DUUA LU 111l 11140 1ilvaill qucuc Ci1Ul \IVIOD}
MAandanhall Waharlyy and Chanffar 100N (~ 220))
\nxcuucluxau, yvwaiivili ' alliu vlivallvil 17V \P JJ),[.
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a different value of o®>. All values of mean square error (MSE) presented in
the tables have been standardized by dividing through by the mean of the
variable. The total MSE of each simulation is the sum of all four standard-

ized MSE’s.

In generaj the simulation resuits show that PCA and the index method

pI'OClUCC iower MSE’s than OLS with the fuii set of regressors Whiie OLS

PRSI S Y sl P S,

produced unbiased para.ﬁ‘lcwr estimaies, ine variances on the coefficients are

than twice too hxgh These ﬁndmgs suggest that manazement analvs1s based
on these biased coefficients will be in error if based on regression models
estimated by dropping variables to reduce multicollinearity.

The index performs better in terms of low MSE’s for the case where all
facility coefficients are set equal at 0.50. 'When the coefficients are the same,
the index method outperforms PCA in terms of MSE in every case. How-
ever, when the facility coefficients are set unequal, using PCA produces lower
MSE’s than the index when o> = 1.6. The index method performs better,

relative to PCA as the value of o® increases.

Ao smvanen ~l nmbmminbia srambams mema Seenaliid Oy _
AS more cnaracteristic vectors are included, PCA proauccs mgner MSE’s
iotin ¥ Neo anvancoa A hina hitt tevnsanca ¢ha srnmineanas
More characteristic vectors decrease the bias but increase the variances.
These results suggest using only one characteristic vector in PCA

In all scenarios i
produced lower MSE’s than OLS with all regressor
In five of the six scenarios, the facility index produce E’s
PCA. The results of this experiment suggest that using the facxhtv index may

produce lower MSE’s than other methods for dealing with multicollinearity.
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Table B1

Regression Results Using Actual Dependent Variable (Sacramento
Day Use, 150-Mile Market Area)

Variable Parameter Estimate Standard Error Auxiliary R?
Intercept 5.062 5.103 -
POPULATION 0.989 0.084 0.20
TOT_COST -3.938 0.201 0.13
SUB_INDEX -0.163 0.505 0.37

cv -0.699 0.130 0.34
SUR_ACRES 1.145 0.353 0.83
PICNIC 1.704 0.312 0.38
LANES 0.432 0.197 0.61
PARKING -1.516 0.497 0.88
Table B2

MSE Simulation Results, o° = 1.6

Method SURACRES PICNIC PARKING LANES Total MSE

Coefficients Different

OLS (All variables) 0.1205 0.0652 0.2803 0.2044 0.6704

OLS (SURACRES only) 0.9667 - = - -

PCA (1 c.v.) 0.0629 0.0418 0.0265 0.1134 0.2441 It
PCA (2 c.v."s) 0.0687 0.0989 0.0308 0.1634 0.3618

PCA (3 c.v.s) 0.0577 0.0607 0.0574 0.1903 0.3661

Facility Index 0.0457 0.0043 0.0121 0.3509 0.4130

Coefficients Same

OLS (All variables) 0.1730 0.0578 0.3886 0.1474 0.7668
OLS (SURACRES only) 0.7069 - - - -

PCA (1 c.v.) 0.0262 0.0222 0.0346 0.0278 0.1108
PCA (2 c.v.’s) 0.0280 0.0794 0.0276 0.0884 0.2234
PCA (3 c.v.’s) 0.0788 0.0520 0.0712 0.1462 0.3482
Facility Index 0.0060 0.0322 0.0282 0.0304 0.0968
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Table B3
MSE Simulation Results, ? = 2.8

Method SURACRES PICNIC PARKING LANES Total MSE

Coefficients Different

OLS (Al variables) 0.3148 0.2425 0.7024 0.5069 1.7666
OLS (SURACRES only) 0.9319 - - - -

PCA(1cv) 0.0981 | 0.1093 | 0.0848 0.2006 0.4928
PCA (2 c.v.’s) 0.1028 0.2450 0.1038 0.4109 . | 0.8625
PCA (3 c.v.’s) 0.1697 0.2284 0.1692 0.4834 1.0507
Facility Index 0.0578 0.0139 0.0218 0.3881 0.4816

Coefficients Same

OLS (All variables) 0.4320 0.1502 0.7962 0.3412 1.7196
OLS (SURACRES only) 1.5680 - - - -

PCA (1 c.v.) 0.0836 0.0626 -| 0.1002 0.0606 0.3070
PCA (2 c.v.’s) 0.0918 0.1 55£ B 0.1100 0.2208 0.5778
PCA (3 c.v.’s) 0.2112 0.1410 0.1666 0.3236 0.8424
Facility Index 0.0130 0.0372 | 0.0498 0.0504 0.1504
Table B4

MSE Simulation Results, o? = 4.7

Method I SURACRES I PICNIC PARKING LANES l Total MSE ll

Coefficients Different

OLS (Al variables) 0.9185 0.4548 1.8568 1.5631 4.7932
OLS (SURACRES only) 1.2203 - - - --

PCA (1 c.v.) 0.2512 0.3011 0.2810 0.4179 1.2612
PCA (2 c.v.’s) 0.2622 0.5876 0.3167 1.1804 2.3469
PCA (3 c.v.’s) 0.5788 0.5022 0.5103 1.5309 3.1222
Facility index 0.0570 0.0261 0.0600 0.6006 0.7437

Coefficients Same

OLS (Al variables) 1.1680 0.5426 2.3712 1.0478 5.1306
OLS (SURACRES only) 1.7567 - - - -

PCA (1 cv)) 0.3142 0.2358 0.3580 0.2074 1.1154
PCA (2 c.v."s) 0.3310 0.5432 0.4140 0.7384 2.0266
PCA (3 c.v.’s) 0.7624 0.5446 0.6158 1.0172 2.9400
Facility Index 0.0532 0.0464 0.0966 0.1260 0.3222
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As discussed in the text, estimation of a coefficient on the variable
PCT_FULL using the survey data proved difficult. The survey’s years do not
provide enough variability on PCT_FULL to estimate a coefficient reliability.
Data that cover a longer period present more variability on PCT_FULL and
should increase the reliability of the parameter estimate.

A supplementary dataset that covers the years 1985 through 1991 was
constructed. During this period, drought conditions existed at least occasion-
ally in all districts. Information was collected for all sites inciuded in the
three district modeis. The data inciude the foliowing variabies:

1TITOTTCO Lg R I 1 nltn srinlbmtimen £ e sann =~ PUE NPy S |
VIDILID 10ldl diliiudl SILC VISILALIOIL \uay usc diia camplug)
CITD AMDLEC CrisfFana nneac Af tha nita at tha sancantinm unnl
hd DUI\_I‘\\.«I\DO DULLIALT ALICd Ul LLIC DILC dt LIC 100l iUl PUU
a DADUINC Numhar Af narlring ecnarac at tha cita
I OMVNIDNLINND ANUILIUGL VL pauuu oyavsa at UiV oIlv
e MILES Number of road miles from the site to the nearest
metropolitan statistical area (MSA)
e POPULATION Population of the nearest MSA from 1980
Census
e PCT FULL Weighted average of surface acres divided by sur-

face acres at the recreation pool

To calculate PCT_FULL, the average surface acres for each month is multi-
plied by the proportion of visitation occurring in that month. These are
summed to produce a weighted average for surface acres. The weighted
average is then divided by the surface acres at the recreation pool. For sites
located near several MSA'’s, the value of MILES reflects a population
weighted average.

A double-log regression for each of the three districts was estimated using

i A trend varis he year) was also included
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or changes in recreation behavior. The results are given in Table C1. The
coefficient on PCT_FULL varies across the three districts. One may question
whether this difference should exist, especially between the Little Rock and

Nashville Districts. Similar to the survey data, the most variability in
PCT_FULL occurs in the Sacramento District. Even with additional years
included in the model, less variability in PCT_FULL in the other districts ma)
make estimation difficult

To obtain more variability, the Little Rock and Nashville districts were
pooled and a regression was estimated. The results are given in Table C2.
Note that the estimated parameter on PCT_FULL ( 1.275) is now similar to

that estimated in the Sacramento District (1.103).

The most reliable coefficient on PCT_FULL is 1.275 for the Little Rock
and Nashville Districts and 1.103 for the Sacramento District. Without the
pooling of the Little Rock and Nashville Districts, the difference in the coeffi-
cient on PCT_FULL between the two districts seems unsupported.

A modei that poo'led all three districts was also estimated. The resuits are

presemea in Table C3. The estimated parameter on PCT_FULL is 1.152.

....... Al T 11 e PR S, A .
Because double-log models were estimated, coefficients are elasticities and are
avafArra 1104 1mantls ~ae o smanlad e n Al 2. - ~ PP T Y
therefore used directly for the pooled model in Table 15 in the main text
The coefficients on PCT_FULL obtained in this appendix were entered as
restrictiong in Tahle 15
WLAVALD AA) A QAVIW LD
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Table C1

District Regression Results Using Outside Data

" Variable Coefficient T-Statistic
Litte Rock District {n = 36, R? = 0.909)
Intercept 71.226
SUR_ACRES 0.593 4.121
PARKING 0.277 1.610
MILES 0.402 2.263
POPULATION 0.266 1.815
Trend -0.040 -1.952
PCT_FULL 2.176 3.775
Nashville District {(n = 56, R? = 0.959)
Intercept -133.974
SUR_ACRES 0.228 1.164
PARKING 0.658 5.548
MILES -0.309 -2.085
POPULATION 0.213 1.564
Trend 0.069 4.149
PCT_FULL 0.541 _ 0.305
Sacramento District (n = 62, R? = 0.477)

intercept -53.496
SUR_ACRES 1.421 3.451
PARKING -0.828 -1.815
MILES -0.647 -2.025
POPULATION 0.287 2.432
Trend 0.028 0.528
PCT_FULL 1.103 3.540
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Tabie C2

Pooied Littie Rock and Nashviiie District Regression Resuits
fon — OO D2 _ N Q1)

W= 9a, n = V.ol

Variable Coefficient T-Statistic
Intercept -54.024

SUR_ACRES 0.213 2.841
PARKING 0.681 11.830
MILES -0.293 -5.152
POPULATION 0.065 1.055
Trend 0.028 1.851
PCT_FULL 1.275 2.508
Table C3

Three-District Pooled Regression R (n = 154, R? = 0.856)

Variable II Coefficient | T-Statistic
Intercept -56.798

SUR_ACRES 0.372 5.590
PARKING 0.509 6.591
MILES -0.356 -3.042
POPULATION 0.232 3.734
Trend 0.029 1.260
PCT_FULL 1.162 6.820
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Effect of Climate on Visitation

Application of the three-district pooled models to other districts may pro-
duce poor results due to differences in climate. Even if recreation is similar
in another district, a shorter or longer recreatlon season may be expected to

produce different visitation totals.

The impact of climate on site visitation totals was tested using climatic data
from Conway and Liston (1974) and the USACE’s Natural Resources Man-
agement System (NRMS) database. A total of 115 USACE sites, representing
a sample from all areas of the United States, are included in the data. Some,
but not all, sites from the Little Rock, Nashville, and Sacramento Districts are
inciuded in this dataset. Regression models are defined with total annual

O N Wt

visitation (aay-use and campmg) to a USACE site as the dependent variabie.

T e mana A.l._ ATDIA OV a_ L _

From the NRMS database, the following site-specific independent variabies
are :'ﬂuded:
a. The recreation pool size of the reservoir, in surface acres
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¢. The population of the nearest MSA.

For some sites, more than one nearby MSA is listed in the NRMS database.
In such cases, the distance variable is defined as a weighted distance. The

population of each MSA is used to assign the relative weights. The popula-
tion totals for these observations is the sum of the population of each MSA.

Several climate variables were included to account for differences in tem-
perature, length of recreation season, rainfall, and humidity. The potential
climate variabie inciudes:

[ S S

a. Avcrage annual emperatwurc.
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c. Average maximum July temperature.

d. Average july noon reiative humidity
e. Average July cooling degree days.
Jf. Average annual cooling degree days
g. Average July rainfall.

h. Average number of days in July with rain (0.01 in. or more).

The July variables are assumed to represent conditions during the peak
visitation period while annual variables represent the length of the recreation
season. A cooling-degree day is defined as the positive difference, in degrees
Fahrenheit, between the average maximum daily temperature and 65 deg.
Thus, if the average maximum temperature is less than 65 deg, then the daily
total for cooling degree days is zero. Monthly and yearly totals for cooling

degrees are simply the sum of individual days.

Regression models were estimated using the variables from the NRMS daia
and various combinations of the climate variables. The model with the best
performance is presented in Table D1. The two climate variables which
perform best are the average annual cooling degree days and the average July
humidity. The equation is in double-log format, so all coefficients are elastic-
ities. All estimated coefficients are significant and have the expected signs.
Visitation increases as the annual cooling-degree days and humidity increase
[ 1l
" Tabie D1 "
{| Regression Results Using National USACE Dataset I
I Variable Parameter Estimate Standard Error |
I — 1

Intercept -1.8858 0.868'
Miles to MSA -0.3117 0.0712
Pap. of MSA 0.3535 0.083%
Surface Acres 0.4737 0.050?
Avg. July Humidity 1.0877 0.441°
Avg. Annuai Cooling Degree Days 0.4668 0.123?
' Significant at the 0.10 level.
2 Significant at the 0.01 ievel.
3 Significant at the 0.05 level,

The effect of these climate variables can be incorporated into the pooled
models by using the estimated coefficients as adjustment factors. To illustrate
the effect of climate, a combination of cooling-degree days and July humidity
can be used as a baseline. The average of these two variables makes a rea-

sonable choice for a baseline. The average annual cooling-degree days is
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1,271, and the average July humidity is 52.8. Set predicted visits equal to 1
for the average values of these variables. Deviation from these averages
necessitates an adjustment. Table D2 presents an example of how visitation
changes as the climate variables change. The top row has values of average
annual cooling-degree days, and the first column has values of average July
humidity. The appropriate adjustment factor is given as the intersection of the
two based on the above baseline. These adjustment factors can be applied to
any situation by using the appropriate baseline visitation prediction. Table D2
shows that this adjustment can be significant. Visitation in an area with a
long, hot, and humid recreation season can be 10 times higher than in an area
with a shorter, less humid recreation season.

Table D2
Sample Adjustment of Visitation Prediction Based on Climate
Variables

COOLING_DD
f HUMIDITY 400 800 1200 1600 2000 2400 2800
20 percent 0.203 0.280 0.338 | 0.387 0.423 0.468 0.503
30 percent 0.315 0.435 0.523 0.601 0.668 0.727 0.781
40 percent 0.431 0.596 0.720 0.823 0.914 0.995 1.069
50 percent 0.550 0.759 0.918 1.050 1.165 1.268 1.363
60 percent 0.670 0.925 1.118 1.279 1.419 1.545 1.661
70 percent 0.792 1.095 1.323 1.513 1.679 1.828 1.964
80 percent 0.916 1.266 1.630 1.749 1.941 2.114 2.272
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Introduction

This section presents results of selected applications graphically. One
application is selected for each of the three district specific models. Ilustra-
tion of changes in demand curves as a result of management actions changes
helps visualize the economic benefits or costs of the change. For each appli-
cation, the baseline site demand curve is presented. Baseline consumer sur-

plus (benefits) is the area under the baseline demand curves. A shift in
demand is then illustrated for each proposed management action, for which
resulting change in consumer surplus to visitors is shown.

All three applications use a base year of 1991. Thus, the data used to
apply the models needed to be updated so variables are at 1991 levels. Data
collection for model updating can be time consuming. Some variables, such
as water quality or detailed demographic data, may be difficult to obtain for
the year of the application. This may be especially true for recent years for
which data are not yet published. If data are unavaiiabie for the application
year, then data shouid be used for the nearest year they are availabie. Some
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Once all possible variables are updated, the model can be used to obtain
visit predictions for the market areas. These can be compared with known
visitation totals to obtain the appropriate calibration factors so the model
correctly predicts base visitation. This process is further explained.

Appendix E Graphical illustration of Selected Management Applications



E2

Addition of Camp Sites at Table Rock Lake

This first application is described in the most detail, because the methods
are similar for all three. For all applications, 1991 is the base year. This
means that the models compare actual visitation and benefits for 1991 with
model-predicted visitation and benefits with the proposed management action
for 1991. The first step in applying demand curves is to isolate and update
the data for the project under study. Because the addition of camp sites to
Table Rock Lake is assumed to affect only camping visitors, day-use visitation
and benefits are unchanged.

The 175-mile camping market area for Table Rock Lake includes 85 coun-
ties. A dataset including these counties as 85 observations was constructed for
the application. Variables were updated where possible. Dollar-denominated
variables including vehicle operations costs and county per capita income,
were deflated to 1980 constant dollars. Observed water data at the project
level for 1991 were used to define the values of PCT_FULL and CV.

Because 1991 water quality data were not available, average values for data
during the survey years were used.

The Little Rock District camping model presented in Table 12 was then
applied to the 1991 data set for each of the 85 counties. Use of the model as
described produced an unadjusted camping market area prediction of
134,800 visitors when summed over the 85 counties. Actual Table Rock Lake
camping visitation for 1991 is estimated at 906,000. A multiplicative adjust-
ment can be used to adjust the prediction beyond the market area and to cor-
rect for any log transformation bias (described in Chapter 5). In this case, the
calibration factor is 906,000/134,800 = 6.72. Multiplying model-predicted
visits of 124,800 by 6.72 calibrates the model to predict the 906,000 visitors.

The result of this exercise produces one point along the base scenario
demand curve. At the existing camping fee, 906,000 campers visited in 1991.
Figure E1 shows this point along the X-axis at an added price of zero for the
left curve. Additional points along the left demand curve indicate how visita-
tion changes as the price of a camping visit is increased beyond the base price
due to entry fees or increases in travel costs. In travel cost analysis, an
increase in price is normally represented by an increase in the user fee. Con-
sumer surplus is measured as the area under the demand curve above the
existing price or fee level.

To obtain additional points along the left demand curve in Figure El1, the
value of TOT_COST is increased. The model is based on 1980 dollars, so
increases in price must also be in 1980 dollars. Also, increases in price must
be computed on a per-visit basis since all travel costs are defined as a per-user
basis (Chapter 3). The results can be placed on a per-vehicle basis by adjust-
ing for the number of visitors in a vehicle (Table 27b, main text).

Appendix E  Graphical lllustration of Selected Management Applications



Price (1991 $'s)

55
50
45
40
35
30
25
20
15
10

5 -

1

{

|

|

O T T T T T
0 200 400 600 800 1000
1991 Visitors (*1,000)

— Baée Scenario —— Add 1,300 Sites

1200

Figure E1. Campsite demand, Table Rock Lake

Consider in detail how to obtain a second point along the base demand
curve in Figure E1. Managers may wish to know the impact of a $5.00
addition to the camping fee (in 1991 dollars) on the number of 1991 camping
visitors to Table Rock Lake. The calculations need to convert a $5.00 per-
vehicle fee in 1991 dollars to an equivalent per-visitor fee in 1980 dollars.
First, Table 27b indicates that a vehicle visiting Table Rock Lake contains an
average of 3.17 visitors. Thus, a $5.00 fee per vehicle equates to a $1.58 fee
per person (assuming that the fee is divided among the members of the vehi-
cle). Next, the $1.58 fee in 1991 dollars needs to be converted to 1980 dol-
lars. Data from the Federal Reserve Bank of St. Louis (1995) show that the
consumer price index was 136.3 in 1991 and 82.4 in 1980. The appropriate
deflation factor from 1991 dollars to 1980 dollars is 82.4/136.3 = 0.605.
Thus, a $1.58 fee increase in 1991 dollars is equivalent to a 1.58 * 0.605 =
$0.96 vehicle fee increase in 1980 dollars.

The value of TOT_COST is increased for all 85 county observations by
$0.96 to obtain the point on the demand curve in Figure E1 corresponding to
a $5.00 increase in the camping price for 1991. The model produces an
unadjusted prediction of 99,400 camping visitors for the $5.00 increase. This
unadjusted prediction is multiplied by the same calibration factor described
above (6.72) to produce an adjusted prediction of 668,000. Note that the left
demand curve in Figure E1 passes through the point of a $5.00 increase in
price at 668,000 visitors.

Appendix E  Graphical lllustration of Selected Management Applications

E3



E4

The rest of the demand curve is plotted by increasing the price further and
continuing to trace out new visit predictions. The two important steps to
remember are the conversion to the appropriate per-user fee in 1980 dollars
and adjusting the raw visit prediction produced by the model. The full base

demand curve is illustrated in Figure E1.

The demand curve is plotted up to about a $55 increase in price. This
limit corresponds to the maximum observed travel cost in the Little Rock
District (Chapter 5, paragraph entitled “Benefits per visit”). The model can
not be used reliably to estimate the demand curve further. Chapter 5 presents
the maximum observed travel cost for the Little Rock District as $34.58 in
1980 dollars, which is about $57 in 1991 dollars. Figure E1 reflects this
limit.

One can also estimate the total camping benefits of Table Rock Lake using
Figure E1. Chapter 5 indicates that total benefits are measured as the area
under the demand curve up to the maximum observed travel cost in the visitor
market area. In Figure El, total base benefits are the area under the base
demand curve to the right of a vertical line drawn down from the top of the
graph and underneath the $55 price horizontal. Table 22 gives the per-user
benefit for campers to Table Rock Lake at $10.35 in 1994 dollars. This is
$9.51 in 1991 dollars. Because there were 906,000 camp'mg visitors to Table
Rock Lake in 1991, total camping benefits are estimated to be $8.6 million in
1991 dollars. The area under the base demand curve in Figure E1 can be
approximately measured as about $8.6 million. Thus, the numerical calcula-
tion is consistent with the graphical presentation.

The right-hand demand curve presented in Figure E1 corresponds results of
an increase in the number of camp sites from 1,300 to 2,600. Such a large
change in camp sites was considered for the difference between the demand
curves to be visible on the graph. The new demand curve was obtained in the
same way as the first except the value of CAMPS was increased from 1,300
to 2,600. All visit predictions were at the higher level of CAMPS adjusted by
the same calibration factor as above (6.72). The benefit of the additional
camp sites is the area between the two demand curves. The number of 1991
visitors predicted with 2,600 camp sites is about 1,054,000, an increase of
about 148,000 visits.

At a per-visit benefit of $9.51 in 1991 dollars, the total benefit of the
additional camp sites is about $1.4 million. The annual benefit per camp site
added is about $1,100 in 1991 dollars, or $1,170 in 1994 dollars. Note that
the value of $1,170 is similar to the marginal value of the fist added camp
sites at Table Rock Lake given in Table 25d ($1,260). The slight difference
occurs because the 1,300th added camp site produces less benefit than the fist
added site.
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dav-use market area needs to be consxdered onlv those countle 1th1n the
day-use market area of 125 miles should be considered. For J. Percy Priest
Lake, this amounts to 76 counties. Where possible, demographic and site-
level data were updated for these observations to 1991 values. The Nashville
day-use model presented in Table 13, main text, was run using the updated
data set. An unadjusted prediction of 795,000 was obtained. Actual 1991
day-use visitation was estimated to be 7,796,000. The adjustment factor to
correctly predict visitation is calculated as 7,796,000/795,000 = 9.81. This
produces the point along X-axis for the base demand curve in Figure E2.
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The rest of the demand curve is obtained by increasing the price of a day-
use visit. Note that the maximum observed travel cost for day-use visitors in
the Nashville District is given in Chapter 4 to be $27.14 in 1980 dollars, or
$44.90 in 1991 dollars. The demand curve in Figure E2 is drawn up to this
limit.

The average benefit per day-use visitor for J. Percy Priest Lake is given as
$5.40 (about $4.95 in 1991 dollars). The total benefit for day users in 1991
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is thus nearly $39 million in 1991 dollars. The area under the base demand
curve in Figure E2 corresponds to this benefit value.
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loss in consumer surplus is the area between the two demand curves. The
area represents a consumer surplus loss of about $22 million in 1991 dollars.
However, about $9 million in entrance fees would be collected to offset some
of the consumer surplus loss.

Effects of Low Water Levels at Lake Mendocino

ation is 1ewhat more complicated since 'Inw
water levels affect both day users and campers. The final demand curves
include an aggregate of both day users and campers. The data set for
Lake Mendocino includes 23 counties for the camping market area of
175 miles and 14 counties in the 125 mile day-use market area. These data-
sets were updated to 1991 values where possible. Actual day-use visitation at
Lake Mendocino in 1991 was estimated as 1,098,000 and camping visitation
as 209,000. The value of PCT_FULL at Lake Mendocino for 1991 was
calculated to be 100.

The final graphical application is somew.

Figure E3 shows how the day-use and camping demand curves are aggre-
gated to obtain a total demand curve for a site. First, the model is run using
the separate day-use and camping data sets. The unadjusted visit predictions
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ods as described above, The aggregate demand curve is the sum of the day-
use and camping visitor totals at each price. For example, at a price increase
of $5, the models predict about 260,000 day-users and 150,000 campers. The

aggregate demand in Fxgure E3 for a $5 price increase is the sum of the two
predictions, 410,000 visitors. Note that the day-use demand curve is only
drawn up to the maximum observed day-use travel cost. Chapter 4 lists the
maximum day-use travel cost as $25.92 for the Sacramento District (about $43
in 1991 dollars) and the maximum camping travel cost as $38.60 (about $64
in 1991 dollars). The day-use demand curve ends before the top of the graph
to avoid extrapolation of the predictions beyond the scope of the day-use
model.
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Figure E3. Lake Mendocino aggregate demand

Figure E4 illustrates the effect of reducing water levels at Lake Mendo-
cino. The demand curves are an aggregate of day users and campers. The
base demand curve in Figure E4 is the same as the aggregate demand curve in
Figure E3. The management change considered in Figure E4 is a change of
PCT_FULL from 100 to 70. Because Lake Mendocino is 1,785 surface acres
at the recreation pool, changing PCT_FULL to 70 is associated with a surface
area of 1,250 acres. Lake levels at Lake Mendocino did actually reach this
level in the fall of 1987. As described in Chapter 5, consequences of more
complicated water management schemes, such as holding additional water
during a certain month, can be analyzed using the models.

Figure E4 shows that overall visitation is predicted to decrease by about
30 percent as a result of the low water levels. Camping visitation drops from
209,000 to 142,000, a loss of 67,000 visitors. Table 22 lists the average per-
user camping benefit as $10.84 ($9.93 in 1991 dollars). The consumer sur-
plus loss from the low water to campers is estimated to be $9.93 * 67,000 =
$665,000 in 1991 dollars. Day-use visitation is predicted to drop from
1,098,000 to 745,000. The average per-user day-use benefit is given as $1.87
in Table 22 ($1.72 in 1991 dollars). The consumer surplus loss to day users
would be $1.72 * 353,000 = $607,000. The aggregate consumer surplus loss
is about $1.3 million in 1991 dollars.
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Figure A4. Impact of low water, Lake Mendocino

The graphs presented in this section illustrate the economic theory used to
assess consequences of various management actions. An application similar to

becomes familiar with the models. Applications which consider sites which
were not included in the analysis will take longer since the base data must be
constructed. Using the pooled models presented in Table 15 allow applica-
tions using any U.S. Amy Corps of Engineers project.
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