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Atmospheric icing (icing due to fog, precipitation and water vapor in air) as a physical process and the problems it causes for ships and stationary offshore structures are reviewed. Estimation of the probability and severity of atmospheric icing based on climatological and geographical factors is discussed, and theoretical methods for calculating the intensity of atmospheric icing at sea are suggested. Existing data on the dependence of the atmospheric icing rate and the properties of the accreted ice on the meteorological conditions are analyzed. The methods of measuring the icing rate and ice prevention methods are discussed.
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INTRODUCTION

Icing on structures in the marine environment is a hazard to navigation and other offshore activities in regions where freezing temperatures exist over the sea. Several ships are lost due to ship icing each year, and icing on towers, buoys, automatic meteorological instruments, helicopter platforms and other structures causes many safety risks and inconveniences.

Ship icing has been recognized as a serious problem for a long time and has been discussed in the scientific literature for more than one hundred years (Nature 1881). Ship icing is caused primarily by sea spray, so little attention has been paid to atmospheric ice accretion at sea, i.e. icing due to water vapor, fog and precipitation particles. However, during the past decade the need for deeper understanding of atmospheric icing in the marine environment has increased considerably as human activities such as offshore oil drilling have intensified in arctic and subarctic waters. The assessment of factors such as safety criteria and structural design requires knowledge of the hazards caused by the arctic environment; atmospheric icing is one of the dangers, especially to stationary structures at sea.

The purpose of this report is to give an up-to-date presentation on atmospheric icing on stationary structures in the marine environment. The probabilities of encountering atmospheric icing, the expected hazards caused by it, and the means of combating it are analyzed using theoretical calculations, relations between icing and other atmospheric conditions, climatological considerations, and available icing data. The report is also a review of the literature on atmospheric icing on sea structures. Both spray icing and atmospheric icing in continental regions are dealt with, but only when they are connected with the main topic; no complete review is attempted here of either ship icing or atmospheric icing in gen-
eral. However, the theoretical aspects are discussed in enough detail so that the report may be used as a review of atmospheric icing physics. Also, parts of the report review anti-icing and deicing methods of ships and stationary structures. Readers interested in atmospheric icing in continental regions should consult Dranevic (1971), Minsk (1980) and the following collections: Symposium Nebelfrost und Glatteisablagerungen, Abhandl. Meteor. Dienst, DDR, 107 (1973) and Proceedings of First International Workshop on Atmospheric Icing of Structures published by CRREL in 1983. The most general references on spray icing on ships are Panov (1976) and Aksiutin (1979); the most complete reviews on ship icing published in English are by Shellard (1974), Minsk (1977), Stallabrass (1980), Horjen (1981), and the translation of the 1974 Russian collection Investigation of the Physical Nature of Ship Icing (CRREL Draft Translation 411).

ICING PROCESSES AND THEIR RELATIVE IMPORTANCE

Ship icing

Ice on sea structures originates either from seawater (spray icing) or from atmospheric freshwater (atmospheric icing). Atmospheric ice accretions can be further classified according to the source of the ice: glaze and rime are formed from water droplets, hoarfrost from water vapor, and wet snow from snowflakes. Dry snow does not accrete in substantial amounts on vertical surfaces, which are of primary concern regarding icing of structures.

The outer appearance and internal structure of ice accreted from supercooled water droplets vary considerably. Therefore, this type of ice is generally divided into three groups, the main criterion being the density. These are

1) glaze, which is hard, almost bubble-free, clear, homogeneous ice with a density close to that of pure ice (0.92 g cm$^{-3}$),

2) hard rime, which is rather hard, granular, white or translucent ice with a density of 0.6-0.9 g cm$^{-3}$, and

3) soft rime, which is white or opaque ice with a loosely bonded structure and a density of less than 0.6 g cm$^{-3}$.

For the purpose of theoretical treatment it is convenient to divide glaze and rime according to the thermal conditions prevailing during ice formation: glaze forms in wet-growth conditions with a surface temperature
Table 1. Cause of icing on Soviet trawlers in 1965-66 (After Shektman 1968).

<table>
<thead>
<tr>
<th>Cause of icing (%)</th>
<th>Spray</th>
<th>Spray and Fog</th>
<th>Fog</th>
<th>Spray and Precipitation</th>
<th>Precipitation</th>
<th>Number of cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Icing intensity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fast growth</td>
<td>82</td>
<td>12</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>52</td>
</tr>
<tr>
<td>Slow growth</td>
<td>90</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>303</td>
</tr>
<tr>
<td>No growth</td>
<td>94</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>54</td>
</tr>
<tr>
<td>All cases</td>
<td>89</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>409</td>
</tr>
</tbody>
</table>

Sea spray is a major source of ship icing (Table 1). According to the data from more than 2000 ship reports from around the world, ocean spray alone causes ship icing in 89.8% of all cases, spray combined with rain or fog in 6.4%, spray combined with snow in 1.1%, and atmospheric icing alone in 2.7% (Borisenkov and Panov 1974). In arctic seas, ship icing is caused by spray alone in 50% of all cases, spray combined with atmospheric icing in 41%, fog in 3%, and precipitation in 6%. Hoarfrost has not been reported as a cause of ship icing.

Spray icing and atmospheric icing are often observed simultaneously on ships, and their relative importance should change with height above the sea surface; this has not been documented. It is only known that spray icing is restricted to lower levels and to structures such as decks, derricks and handrails, and that superstructure icing on ships due to sea spray does not usually reach higher than about 16 m above the sea surface (World Meteorological Organization 1962). The relative importance of atmospheric icing, then, is generally at its maximum on the upper parts of the ship (masts, antennas etc.). It therefore seems that rapid atmospheric ice accretion may be more dangerous to the ship's stability than spray icing of
the same intensity. However, the relative intensity of spray icing and atmospheric icing on a ship depends on the speed of the vessel, the wave heading and the roughness of the sea. (Spray icing has been observed on structures at a height of more than 30 m on the Finnish high-speed turbine ship Finnjet.)

Icing of stationary sea structures

In the icing of stationary sea structures, there is not the mechanical impact caused by the movement of the structure itself, as in ship icing. Therefore, spray icing is limited to lower levels on stationary structures. On the lighthouses in the Baltic Sea, for example, the upper limit where traces of spray icing are observed is 5-10 m. Spray generated directly from the wave tops without the effect of the impact with the structure is a cause of icing only in the first few meters above the sea surface, since only very small droplets are forced upwards by wave action and air turbulence. Droplets more than 30 μm in diameter rise above 7 m only when the wind speed v is more than 12 m s⁻¹, and 100-μm droplets only when v is more than 25 m s⁻¹ (Preobrazhenskii 1973). Preobrazhenskii's data on the vertical distribution of liquid water content in air due to sea spray are given in Figure 1. These field observations show that only very slight icing can be caused by spray directly from waves on stationary structures above 4 m in wind speeds less than 25 m s⁻¹. The liquid water content w at 4 m in Figure 1 is one to two orders of magnitude smaller than the typical maximum values of w during atmospheric icing (Table 2).

Since wave impact on stationary structures seldom causes large amounts of sea spray at high levels and since this amount can be restricted by structural design, atmospheric icing is the major potential source of ice accretion, especially on tall sea structures. The relative importance of the different sources of atmospheric icing is not well known except for what can be seen in Table 1, that is, that considerable icing from both supercooled fog and precipitation has been ob-
Table 2. Characteristics of icing sources in the atmospheric surface layer.

<table>
<thead>
<tr>
<th>Source</th>
<th>Droplet diameter (um)</th>
<th>Liquid water content (g m⁻³)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Range</td>
<td>Mean</td>
<td></td>
</tr>
<tr>
<td>Sea spray on a moving ship</td>
<td>1000 - 3500</td>
<td>2400</td>
<td>0 - 219</td>
</tr>
<tr>
<td>Sea spray in first 10 cm</td>
<td>10 - 1000</td>
<td>200</td>
<td>--</td>
</tr>
<tr>
<td>Sea spray on a stationary ship</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>v &gt; 15 m s⁻¹, h = 2 m</td>
<td>3 - 2000</td>
<td>5 - 30</td>
<td>0.03</td>
</tr>
<tr>
<td>v &gt; 15 m s⁻¹, h = 7 m</td>
<td>3 - 90</td>
<td>5 - 30</td>
<td>0.00</td>
</tr>
<tr>
<td>Marine advection fog</td>
<td>--</td>
<td>8 - 16</td>
<td>0.03 - 0.17</td>
</tr>
<tr>
<td>Coastal fog</td>
<td>4 - 20</td>
<td>--</td>
<td>0.01 - 0.16</td>
</tr>
<tr>
<td>Evaporation fog</td>
<td>6 - 120</td>
<td>13 - 38*</td>
<td>0.01 - 0.30</td>
</tr>
<tr>
<td>Evaporation fog</td>
<td>--</td>
<td>--</td>
<td>0.04 - 0.14</td>
</tr>
<tr>
<td>Evaporation fog</td>
<td>--</td>
<td>8 - 10</td>
<td>0.20</td>
</tr>
<tr>
<td>Arctic fog</td>
<td>7 - 130</td>
<td>16</td>
<td>0.00 - 0.15</td>
</tr>
<tr>
<td>Arctic fog</td>
<td>2 - 75</td>
<td>18</td>
<td>0.02</td>
</tr>
<tr>
<td>Arctic fog</td>
<td>6 - 60</td>
<td>--</td>
<td>0.04 - 0.17</td>
</tr>
<tr>
<td>Continental winter fog</td>
<td>--</td>
<td>10</td>
<td>0.00 - 0.45</td>
</tr>
<tr>
<td>Mountain fog</td>
<td>--</td>
<td>7 - 23*</td>
<td>0.05 - 0.30</td>
</tr>
<tr>
<td>Low stratus</td>
<td>2 - 43</td>
<td>5</td>
<td>0.05 - 0.25</td>
</tr>
</tbody>
</table>

*Median-volume diameter.
served on ships and that the formation of hoarfrost is negligible. Wet snow also seems to be less important than fog and precipitation.

In continental regions the total amount of ice usually increases with height; the proportion of hard rime and glaze increases with height and the role of soft rime decreases (Fig. 2). It is not known whether the same relationship occurs in the marine environment, but there may be substantial differences due to different boundary layer structures over land and over sea. The measurements by McLeod (1981) indicate that the mean monthly and seasonal values of total ice deposition increase with height in the marine environment as well, but these measurements were made over land on small islands. More representative data from real offshore conditions are needed to confirm these results.

ESTIMATION OF ICING INTENSITY

Freezing process

When supercooled water drops fall or move with wind, hit a structure, and freeze, the complicated freezing phenomenon is affected by various properties of the air flow, the icing object, and the impinging water drops.
There are a large number of parameters that affect icing on structures, but only a few can be dealt with in a practical experiment. Therefore, a theoretical approach is needed to explain the basic characteristics of the icing process. An understanding of icing mechanics is essential for estimating icing intensity and developing successful means for reducing the hazards and inconveniences caused by atmospheric icing of structures.

Water drops in air may remain liquid at temperatures as low as about \(-40^\circ C\) before spontaneous freezing occurs. Droplet freezing at higher air temperatures is caused by mechanical impact or the presence of a freezing nucleus. Impurities in air, such as ice crystals and dust particles, act as freezing nuclei. The mechanical impact may be a collision with another droplet, with the ground, or with a structure.

When a supercooled droplet hits a solid obstacle, it spreads and turns to ice. The freezing process can be divided into two stages: first, part of the supercooled water in the droplet freezes rapidly, releasing the latent heat of fusion and thereby raising the temperature of the remaining water to \(0^\circ C\). In the second stage this remaining part turns to ice, since the droplet gives up heat to its surroundings by convection, evaporation and conduction; the speeds of these processes determine the time required for this second stage. The initial stage is one or two orders of magnitude shorter than the subsequent stage (Macklin and Payne 1968, Murray and List 1972). The time required for the droplet to spread completely under different conditions is not well known, but it obviously depends on the impact speed and the droplet size. The spreading probably occurs while most of the droplet is in the liquid state (Brownscombe and Hallett 1967).

The time \(T_f\) of the droplet freezing can be estimated as a first approximation from the heat balance of an individual droplet, since \(T_f\) is determined by the rate at which the latent heat released in the freezing is transferred to the environment. Using this idea, Macklin and Payne (1968) have calculated \(T_f\) for unventilated drops that remain hemispherical during freezing and that are in contact with the underlying ice surface. These calculations resulted in \(T_f\) values of about \(10^{-2}\) s for 10-\(\mu\)m droplets at temperatures \(t_a\) typical of atmospheric icing. Wind action in the natural environment may, however, increase the heat transfer from the droplet considerably, resulting in smaller values of \(T_f\). The freezing time \(T_f\) is approximately proportional to \(-t_a\) (in \(^\circ C\)) and to the square of the droplet diameter (Johnson and Hallett 1968).
The time required for the droplet to freeze is an important parameter, since it affects the properties of the ice formed and the way in which the problem of theoretical estimation of icing intensity must be treated. If $\Delta t$ denotes the time interval between droplets striking the same spot on the surface, then the type of ice formed may be determined as follows:

$$\begin{align*}
\tau_f &< \ll \Delta t: \text{ soft rime,} \\
\tau_f &< \Delta t: \text{ hard rime,} \\
\tau_f &\geq \Delta t: \text{ glaze.}
\end{align*}$$

The time interval $\Delta t$ for droplets of a fixed size depends on the droplet velocity (i.e., the wind speed) and the number of droplets in the air. The freezing time $\tau_f$ depends on the factors involved with the heat transfer from the droplet, such as droplet size, air temperature and wind speed. Qualitatively, high wind speed, high air temperature and large droplets favor the situation where $\tau_f > \Delta t$. The time of droplet spreading may be important, too, in influencing the type of ice, since even if $\tau_f < \Delta t$ the ice may be quite compact and glaze-like if the droplets spread efficiently and form spots of water film before they turn to ice. This may be the case during freezing rain, for example. The ratio $\Pi$ of the time that the icing surface remains in the liquid phase to the time interval between droplet impacts is

$$\Pi = \frac{\tau_f}{\Delta t}.$$  

In the growth condition where $\tau_f \ll \Delta t$ the ratio $\Pi$ approaches zero, and the process is called dry growth. When $\tau_f = \Delta t$, then $\Pi$ approaches one, and hard rime or sometimes glaze is formed, but the process is still called dry growth. Only when $\tau_f \geq \Delta t$ is the process called wet growth. It might be more logical to divide dry growth and wet growth at $\Pi = 0.5$, but the criterion $\Pi = 1$ is generally used when there is a uniform water film on the icing surface. One reason for using $\Pi = 1$ as the criterion is that the existence of the uniform water film is easier to define than any specific value of $\Pi$, because in nature there are droplets of different size and because the impinging of droplets is a stochastic process, so that the time interval $\Delta t$ is not constant. Another reason for using $\Pi = 1$ as the dividing condition is that only when $\Pi \geq 1$ is the mean temperature of the icing surface 0°C, and unfrozen water runs off from the surface. This runoff water is an important factor affecting the intensity of ice accretion.
Theoretical estimates

Rime. In dry growth all the impinging water droplets freeze completely and rime is formed. Hence, when calculating the rate of rime formation it is only necessary to determine the amount of impinging water per unit time and unit surface area. Consequently the icing intensity $I$ (in g cm$^{-2}$ h$^{-1}$, for example) of rime formation on a vertical surface can be formulated as

$$I = E \cdot v \cdot w$$  \hspace{1cm} (2)

where $v$ = wind speed (the terminal velocity of the small droplets causing rime formation is small enough to be neglected)

$w$ = liquid water content in air

$E$ = collection efficiency, that is, the ratio of the mass flow of water droplets striking the surface to the mass flow that would strike the surface if the droplets had not been deflected in the air stream (Fig. 3).

The droplets are deflected by viscous drag forces, making them follow streamlines around the icing object. However, the inertia of the droplets causes their trajectories to deviate from the streamlines, so that some of them strike the surface and give a non-zero value of $E$. It is possible to determine $E$ by calculating the droplet trajectories, which are controlled by the balance between droplet inertia and drag forces.

In the conditions prevailing during atmospheric icing, the potential flow is a good approximation of the air flow upstream from the boundary layer separation point, where practically all the droplets that contribute to $E$ are collected by a typical icing object. The potential flow satisfies the Laplace equation, whose solution yields the stream function $\psi$ for the potential flow

$$\nabla \psi^2 = 0.$$  \hspace{1cm} (3)

Figure 3. Droplet trajectories in front of a cylinder in an airstream.
The components $U_a$ and $V_a$ of the two-dimensional velocity vector $\vec{v}_a$ are the partial derivatives of the stream function

$$U_a = \frac{\partial \psi}{\partial y}, \quad V_a = -\frac{\partial \psi}{\partial x}. \quad (4)$$

The stream function and the velocity components at each point around the object can be solved analytically for simple objects such as circles and ellipses if the free stream velocity $v$ is known. For more complex objects numerical methods must be used.

A typical icing object is a cylinder. The dimensionless equation of motion for spherical droplets around a cylinder (the balance between inertial and viscous forces) is, according to Langmuir and Blodgett (1946),

$$K \frac{d\vec{V}'}{dt} = \frac{c_d \text{Re}_d}{24} (\vec{v}_a - \vec{v}_d) \quad (5)$$

where $K = \text{inertial parameter analogous to mass in dimensionless form}$

$$[K = (d^2 \rho_w v)/(9 \mu D)]$$

$\tau = \text{time}$

$c_d = \text{drag coefficient}$

$\text{Re}_d = \text{droplet Reynolds number based on the droplet's relative velocity} \quad (\text{Re}_d = d \rho_a |\vec{v}_a - \vec{v}_d|/\mu)$

$\vec{V}_a' = \text{dimensionless air velocity vector} \quad (\vec{V}_a' = \vec{V}_a/v)$

$\vec{V}_d' = \text{dimensionless droplet velocity vector} \quad (\vec{V}_d' = \vec{V}_d/v)$

$\vec{V}_a = \text{air velocity vector}$

$\vec{V}_d = \text{droplet velocity vector}$

$d = \text{droplet diameter}$

$\rho_w = \text{water density}$

$\mu = \text{absolute viscosity of air}$

$D = \text{cylinder diameter}$

$\rho_a = \text{air density}$.

The drag coefficient $c_d$ is a function of $\text{Re}_d$. Empirical expressions based on laboratory measurements in steady motion have been given by Langmuir and Blodgett (1946) and Beard and Pruppacher (1969), among others. The deceleration of the droplets may have some influence on $c_d$ (Temkin and Mehta 1982), but this is obviously of minor importance in solving for $\vec{V}_d$ from eqs 3-5, since verification of theoretical values for $E$ have been convincing even though this effect is neglected (Lozowski and Oleskiw 1983).
Calculating droplet trajectories requires an iterative numerical method of solution, which involves considerable computation time. However, the solution of $E$ for a circular cylinder can be presented conveniently as a function of two dimensionless parameters [$K$ and $\phi$, where $\phi = (9 \rho_a D v)/(\mu \rho_c)$], either in the form of analytical expressions (Cansdale and McNaughtan 1977) or as curves (Fig. 4). Qualitatively the dependence of the collection efficiency $E$ on the atmospheric parameters is such that $E$ increases with increasing wind speed and droplet size and with decreasing cylinder dimensions. It is unfortunate that in typical atmospheric icing conditions $E$ is very sensitive to the droplet diameter, which is difficult to measure or estimate. Air temperature $t_a$ has an effect on $E$ because $\rho_a$ and $\mu$ depend on $t_a$, but this effect is negligible in practical applications.

The local collection efficiency $E$ at angle $\theta$ from the stagnation line of a cylinder varies and has its maximum value at the stagnation line. When the conditions cause $E$ to approach zero, icing will occur near the stagnation line only. Under some circumstances $E = 0$ and no icing will occur. Langmuir and Blodgett (1946) showed that this happens when $K = 1/8$. Hence, it is possible to calculate the combinations of wind speed, droplet size and cylinder diameter for which icing theoretically does not occur (Fig. 5). The curves
in Figure 5, however, may not be fully applicable to the real world, where the air flow is turbulent and the droplets are not of uniform diameter. Also, since $E$ is so dependent on the object dimensions, ice may sometimes accrete on small irregularities on the icing object and form rime feathers, although $E = 0$ for the object as a whole. These feathers usually grow from the side of the object.

For other object shapes, such as a ribbon (Langmuir and Blodgett 1946) and a rectangular half body (Lewis and Brun 1956), theoretical values of the collection efficiency are also available.

The problem in calculating $E$ and $\beta$ for the rather wide size distribution of droplets in natural clouds can be solved by determining these parameters differently for each size category. Then the effective $E$ (or $\beta$) is the sum of the values for each size times the fraction of the total liquid water content represented by that size. Since this procedure is more laborious, $E$ and $\beta$ are often calculated for the droplets that have the median volume diameter of the droplet distribution. This method gives fairly accurate results on cylinders for the typical size distributions in icing fogs and clouds except at very low values of $E$ (Makkonen, in press).

As an ice deposit grows during ice accretion, its dimensions change continuously, and therefore both the collection efficiency and the collecting surface area also change. This can be taken into account in the theoretical
considerations by time-dependent numerical modeling. Such models have been developed recently for simulating icing under dry-growth conditions, particularly on airfoils (Ackley and Templeton 1979, McComber and Touzot 1981, Oleskiw 1982, Lozowski and Oleskiw 1983).

These models are capable of determining \( E \) and \( \beta \), and hence the theoretical icing intensity, for each time step on the ice profile obtained after the preceding time step, and are therefore not limited to purely cylindrical surfaces. The models have given some promising results, but their use is restricted because of numerical instability problems. They also use constant ice density, which may degrade the results (Bain and Gayet 1983). MacArthur (1983) has developed a sophisticated, stable, time-dependent model for ice growth on airfoils. The wire-icing model by Makkonen (in press) also simulates ice density variation but is restricted to modeling accretions of near-cylindrical shapes. For overall estimates of the ice loads the non-time-dependent solution for \( E \) for a cylindrical surface applied in eq 2 should generally give useful results, since the width of the ice deposit usually does not increase very much in the dry-growth process and since \( E \) is not very sensitive to the relatively even form of the rime deposit (McComber and Touzot 1981).

In practical applications of eq 2 and the models based on it, determining \( E \) is not the only problem; estimating and predicting the liquid water content \( w \) are also difficult. These difficulties originally result from our inability to measure \( w \) and the droplet diameter \( d \) in clouds and fogs other than by expensive and laborious methods, so that there are few data on these variables and on their correlations with other more easily measurable parameters.

The relationship between \( d \) and \( w \) for different kinds of fogs is presently poorly known quantitatively, but for freezing rain the Marshall-Palmer distribution may be used (Pruppacher and Klett 1978). Qualitatively the observations made in mountain fogs (Diem 1956) and in stratiform clouds (Fig. 6) indicate that \( d \) increases with increasing \( w \). In evaporation fogs (Saunders 1964) this relationship is probably reversed.
There may be a useful relationship between \( w \) and wind speed \( v \) or between \( w \) and air temperature \( t_a \). By estimating \( w \) using these relationships it might also be possible to calculate \( E \) more accurately and relate median volume diameter \( d_m \) with \( w \). An attempt to relate \( w \) in icing fogs with \( v \) and \( t_a \) using available continental data is shown in Figure 7. The correlation is weak, but a slight decrease in \( w \) seems to be related to a decrease in \( t_a \) and an increase in \( v \). In the marine environment the situation may be somewhat different, especially for evaporation fogs, for which \( w \) increases with decreasing \( t_a \) (Fig. 8).

Visibility \( \lambda \) is a potential indicator of \( w \), since a reduction in \( \lambda \) is often associated with fog or precipitation. Even on high structures, the upper parts of which sometimes reach the cloud base, the horizontal visibility \( \lambda \) may be used as an indicator of icing events since \( \lambda \) and the height of the lower cloud boundary are statistically correlated, at least in continental locations (Milyutin and Yaremenko 1981). Stanev (1976), for example, demonstrated that \( w \) and \( \lambda \) are correlated, and he has used this fact in ice load calculations. However, Mie theory and observations (Kumai 1973) suggest that the relationship between \( w \) and \( \lambda \) is not simple but is considerably affected by the droplet size distribution. This is demonstrated in Figure 9, where observations and theoretical relationships for two fogs with different durations (and therefore with different mean droplet diameters) are given. In Figure 9 it can be seen that \( w \) can vary by a factor of 3 for the same value of \( \lambda \). Waibel (1956) has studied experimentally the correlation between the icing intensity and the liquid
water content \( w \), and found "only an incidental relation," which is not encouraging either. Hence, visibility alone is not useful for estimating icing intensity, since reliable prediction of the droplet size spectrum of fogs is mostly beyond our abilities. If, however, the median droplet diameter \( d_m \) can be estimated, then a better indicator for \( w \) can be found: the results of Kumai (1973) indicate that \( w = 1.3 \frac{d_m}{\lambda} \) for arctic fogs (Fig. 9). The scatter of the data in Figure 9 is quite large, and there are no data for the whole possible range of conditions. Therefore, more measurements should be made to establish a quantitative relationship between \( w \) and \( \lambda \) to be used in estimating icing intensity.

Glaze. In the wet-growth process, which involves the loss of unfrozen water, the intensity of ice accretion can be formulated as

\[
I = n \, E \, v \, w
\]  

where \( n \) is the freezing fraction, that is, the ratio of the icing intensity...
to the mass flow of the impinging water. In eq 6, n is assumed to be determined by the heat balance of the water film on the icing surface only. Equation 6 can also be expressed in terms of the icing efficiency $E_i = nE$. Accordingly $E_i$ is the ratio of the icing intensity to the mass flow of droplets that would have struck the surface if they had not been deflected in the airstream, and must also be a function of the factors controlling the heat balance of the icing surface.

The heat balance equations for the water film on the stagnation line of the icing surface in the wet-growth process is

$$q_f + q_v + q_k = q_c + q_e + q_w + q_r + q_s + q_i$$  \hspace{1cm} (7)

where $q_f$ = latent heat released during freezing
$q_v$ = frictional heating of air
$q_k$ = kinetic energy of the impinging water
$q_c$ = loss of sensible heat to air
$q_e$ = evaporative heat loss
$q_w$ = heat loss in warming to $0^\circ$C the mass of water that does freeze
$q_r$ = heat loss in warming the runoff water to the temperature it has when leaving the area of the surface under consideration
$q_s$ = heat loss due to radiation
$q_i$ = heat loss to the substrate due to conduction.

The terms in eq 7 can be parameterized as follows:

$$q_f = I L_f$$  \hspace{1cm} (8)

where $I$ is the intensity of ice accretion (mass per unit time and unit area) and $L_f$ is the latent heat of fusion. For the frictional heating of air

$$q_v = (h r v^2)/(2 c_p)$$  \hspace{1cm} (9)

where $h$ = heat transfer coefficient
$r$ = recovery factor for viscous heating ($r = 0.9$ at the stagnation line of a cylinder)
$v$ = wind velocity
$c_p$ = specific heat of air at constant pressure.

The kinetic energy of the droplets $q_k$ can safely be neglected on stationary objects under natural atmospheric conditions. For the loss of sensible heat to air

$$q_c = h (t_s - t_a)$$  \hspace{1cm} (10)
where $t_s$ is the surface temperature (assumed to be 0°C) and $t_a$ is the air temperature (°C). For the evaporative heat loss

$$q_e = h \cdot k \cdot L_e \cdot (e_s - e_{as}) / (c_p \cdot p_a)$$  \hspace{1cm} (11)

where $k = 0.62$

$L_e$ = latent heat of evaporation

$e_s$ and $e_{as}$ = saturation vapor pressures over water at $t_s$ and in air at $t_a$, respectively

$p_a$ = free atmospheric pressure.

In eq 11 it is assumed that the air in a fog is saturated.

The temperature of the droplets in the free stream is very nearly the same as that of air; hence

$$q_w = I \cdot c_w \cdot (t_s - t_a)$$  \hspace{1cm} (12)

where $c_w$ is the specific heat of water.

The temperature of the runoff water leaving the deposit has a considerable effect on the ice accretion, and its determination has been seen as a difficulty in estimating the accretion intensity in the wet-growth process (e.g. List 1977). The problem is much simplified, however, if we consider the stagnation area only, because the water is lost within the water film and its temperature is therefore that of the surface (0°C) unless the impinging droplets bounce. No evidence of noticeable bouncing has been reported near the stagnation line in the conditions corresponding to atmospheric icing on stationary objects. Hence

$$q_r = c_w \cdot (E \cdot v \cdot w - I) \cdot (t_s - t_a).$$  \hspace{1cm} (13)

The radiation budget at the surface can be estimated, as a first approximation, by neglecting the short-wave radiation in fog conditions and assuming that the emissivity of the fog in the horizontal direction approaches one (Herman 1980). Linearizing the equation for the difference in the emitted radiation of the icing surface and fog, we obtain

$$q_s = \sigma \cdot a \cdot (t_s - t_a)$$  \hspace{1cm} (14)

where $\sigma$ is the Stefan-Boltzmann constant and $a = 4(273)^3 \text{ K}^3$, assuming that the surface emissivity equals 1.

The Nusselt number $Nu (=hD/k_a)$ and the Reynolds number $Re (=vD \cdot p_a/\mu)$ in a flow around a smooth cylinder are related at the stagnation point by (Schlichting 1979)
\[ \text{Nu} = \text{Re}^{1/2} \]

where \( k_a \) = molecular thermal conductivity
\( \rho_a \) = air density
\( \mu \) = absolute viscosity of air
\( D \) = diameter of the cylinder.

Using this result the local heat exchange coefficient \( h \) in eqs 9-11 can be expressed as

\[ h = k_a (v \rho_a / D \mu)^{1/2} . \]

It has been shown both experimentally (Seban 1960) and theoretically (Sunden 1979) that the Nusselt number depends on turbulent intensity and scale. This effect is not very pronounced during icing in the free atmosphere since it is caused by turbulent eddies much smaller than the icing object and the intensity of turbulence in a free stream on this scale is not very high. The situation may be different near the ground or sea surface and close to other structures that produce small-scale turbulence, as shown by Kowalski and Mitchell (1976), who studied heat transfer from a sphere in the natural environment. They found that the ratio of Nu of the natural environment to Nu in a low-intensity wind tunnel varied from 1.1 at a height of 2 m from the ground to 1.8 at a height of 10 cm.

Another factor that considerably influences the heat transfer coefficient \( h \) is the surface roughness. Increasing surface roughness moves the transition point from laminar to turbulent flow upstream, leading to increased heat transfer. Experiments have been made to examine the heat transfer from rough surfaces (Achenbach 1977, Smith et al. 1983), but it is not easy to say which kind of roughness would represent the true accretion surfaces well in different conditions. Lozowski et al. (1979) attempted to account for the effect of roughness on \( h \) in their icing model by applying the data of Achenbach for the roughest cylinder tested. This resulted in \( \text{Nu} = 1.2 \, \text{Re}^{1/2} \) for the stagnation point and a maximum \( \text{Nu} = 3.6 \, \text{Re}^{1/2} \) at \( \theta = 50^\circ \), where \( \theta \) is the angle measured from the stagnation point. This is valid for \( \text{Re} = 3.8 \times 10^5 \) only; for more precise estimates of Nu on ice accretions, heat transfer measurements should be made for the whole range of Re relevant to atmospheric icing.

The conductive term \( q_1 \) is difficult to parameterize, since it depends on the thermodynamic properties of the object undergoing icing. The treat-
ment here is limited to the case where the conductivity of the structure is low, and the case where icing has been going on for a sufficient time for an ice deposit several centimeters thick to develop.

The relative magnitudes of the heat balance terms largely depend on the environmental conditions. In general \( q_f \) is the major heat gain term, and \( q_c \) and \( q_e \) are the dominating heat loss terms; however, \( q_w \) becomes more important with increasing liquid water content, and \( q_s \) with decreasing wind speed. The term \( q_v \) can be neglected except when the wind speed is very high and the air temperature is close to 0°C.

Using the parameterizations in eq 7 and neglecting \( q_k \) and \( q_i \), we get an analytical expression for the intensity \( I \):

\[
I = k_a \frac{\sqrt{\frac{v \rho_a}{D \mu}}}{L_f} - t_a + \frac{k L_e}{c_p p_a} (e_s - e_{as}) - \frac{r \frac{v^2}{2c_p}}{L_f + c_w t_a}
\]

\[\text{(17)}\]

The values of \( k_a, \rho_a, \mu, c_p \) and \( e_{as} \) in eq 17 depend on the air temperature and can be found from tables or expressed in analytical form in computer simulations. \( L_f, L_e, c_w, e_s, \rho_a, \sigma, a \) and \( r \) can be considered constants. With information on the droplet size spectrum and cylinder diameter, the collection efficiency \( E \) can be found, as described for rime. Equation 17 can be used to estimate the intensity of accretion in the wet-growth regime on the stagnation line of a cylinder of arbitrary diameter as a function of air temperature \( t_a \), wind speed \( v \), liquid water content \( w \) and droplet diameter \( d \).

The conditions under which the ice accretion process changes from wet growth to dry growth or vice versa can be found by equating the intensities for dry and wet growth given by eqs 2 and 17. By doing so and by taking into account that at the boundary between dry and wet growth \( q_f = 0 \), we obtain the following expression for the critical liquid water content \( w_c \):

\[
w_c = \frac{k L_e}{E} \left( \frac{e_s - e_{as}}{c_p p_a} \right) - \frac{r \frac{v^2}{2c_p}}{L_f + c_w t_a}
\]

\[\text{(18)}\]
In a similar manner other critical parameters, such as critical air temperature and critical wind speed, can be solved (although not analytically) for given fixed values of other parameters. Figure 10 shows an example of the critical lines of $t_a$ and $w$ for different wind speed values.

Having established the formulas for estimating the icing intensity for dry growth (eq 2), wet growth (eq 17) and critical conditions (eq 18), we can estimate the icing intensity for the whole range of atmospheric conditions. This is done in Figure 11 by presenting the icing intensity as a function of the air temperature for different wind speeds, using $0.3 \text{ g m}^{-3}$ for the liquid water content of air. An example of the dependence of the accretion intensity on the wind speed, with fixed values for other parameters, is given in Figure 12. The icing efficiency $E_i$ increases with increasing wind due to an increase in the collection efficiency $E$ ($n = 1$ in dry growth) up to the wind speed where the change to the wet-growth process occurs ($4 \text{ m s}^{-1}$ in Fig. 12), and then decreases due to the decreasing freezing fraction.

Makkonen (1981b) showed that the effect of the runoff term $q_r$ is small during atmospheric ice accretion in conditions near the ground or sea sur-
face. For liquid water content values less than 0.5 g m$^{-3}$ (Table 2), the error in icing intensity $I$ caused by neglecting $q_r$ is less than 10% with all combinations of the other parameters relevant to atmospheric icing at sea. This is of great practical importance since it allows the formulation of wet-growth accretion, which is independent of the liquid water content $w$ and the collection efficiency $E$. Equation 17 then becomes

$$I = \frac{h \left[ -t_a + \frac{k L_e}{c_p a} (e_s - e_{as}) - \frac{r v^2}{2c_p} \right] - \nu \alpha t_a}{L_f + c_w t_a}.$$  

(19)

The advantage of eq 19 is that fog properties, which are usually not known and are difficult to forecast, need not be considered, except that enough supercooled droplets must be present for wet-growth icing to occur. Because the maximum intensity of ice accretion at fixed values of $v$ and $t_a$ is reached in the wet-growth process, eq 19 can be used for estimating the maximum intensity of droplet icing at sea. Since $w$ seldom exceeds 0.3 g m$^{-3}$ during atmospheric icing at sea, the curves in Figure 11 can be used as a first approximation of maximum glaze intensity at the stagnation line of cylindrical objects with diameters of more than 5 cm for each combination of $v$ and $t_a$.

There are two possible mechanisms affecting $I$ that were not considered when deriving eqs 17 and 19. First, hailstone growth simulations show that the excess water, instead of being shed, may be incorporated into the ice structure, giving a spongy ice deposit (Macklin 1961, Roos and Pum 1974). Observations of unfrozen water in glaze deposits on stationary structures under natural conditions have not been reported, however, which is probably because the values of atmospheric parameters in near-ground conditions are quite different from those prevailing during hailstone growth. Lesins et al. (1980) showed that the liquid water fraction of ice on slowly rotating cylinders (0.5 Hz) depends strongly on liquid water content in air; with the smallest value of $w$ in the tests ($w = 2$ g m$^{-3}$) spongy ice was not formed when $-4^\circ C \geq t_a \geq -16^\circ C$ and $v = 19$ m s$^{-1}$, which also indicates that spongy ice is not likely in the case of atmospheric icing at sea ($w \ll 2$ g m$^{-3}$).

Second, ice crystals mixed with supercooled water droplets may affect $I$. Mixed conditions do not seem to lead to greatly enhanced icing rates, however (Ashworth and Knight 1978, Lozowski et al. 1979). Furthermore, the occurrence of ice crystals in liquid water clouds is unlikely in the air temperatures typical of glaze formation (Mason 1971).
In the case of freezing rain and drizzle there are some special aspects in the theoretical treatment of the icing intensity that should be considered. The air temperature is close to 0°C during freezing precipitation, so that it is not likely that dry-growth conditions would prevail except when the liquid water content \( w \) is very small. In this case \( w \) can be approximated according to eq 20 (Best 1950):

\[
w = 0.072 P^{0.88}
\]

(20)

where \( P \) is the precipitation rate in mm h\(^{-1}\). Since the maximum value of \( P \) during freezing precipitation is about 4.8 mm h\(^{-1}\) according to Stallabrass (1983), \( w \) should not exceed about 0.3 g m\(^{-3}\) in freezing rain and drizzle. Hence, the use of eq 19 instead of eq 17 seems to be justified in the case of freezing precipitation, too. However, the droplets in freezing rain are large and may therefore not be in complete thermal balance with their environment, as assumed in eqs 17 and 19. This means that the terms \( q_w \) and \( q_r \) in eq 7 may not be estimated using \( w \) and \( t_a \) only. Large rain droplets may also bounce from the surface, and the temperature they have when leaving the surface is not known (List et al. 1976). Fortunately the contribution of the terms \( q_w \) and \( q_r \) to the total heat balance is large only when the icing intensity \( I \) is small, so that these problems are overcome when estimating maximum intensities. This is because \( (q_w + q_r)/q_f = c_w E v_w \Delta t/ILf = c_w \Delta t/nLf \approx 10^{-2} \Delta t/n \), where \( \Delta t \) is the difference in the droplet temperature after bouncing or shedding and before impact. Since \( \Delta t \) can hardly be above 5°C, \( (q_w + q_r)/q_f \) is large only if \( n \) is small, but then the icing intensity \( I \) is also small (eq 6) and far from its maximum value.

As pointed out earlier the maximum intensity of ice accretion for fixed values of \( t_a \) and \( v \) is reached in the wet-growth process, and is therefore limited by \( t_a \) and \( v \) (Fig. 11). Hence, these parameters do not reach their extreme values during freezing precipitation. For freezing precipitation the mean value of \( t_a \) was -0.4°C (minimum -6.5°C) and the mean value for \( v \) was 5.9 m s\(^{-1}\) (maximum 14.9 m s\(^{-1}\)) in a 10-year period at Toronto Airport, according to Stallabrass (1983). Even at coastal regions \( v \) seldom reaches high values during freezing precipitation (Austin and Hensel 1956). According to Stallabrass (1983), 98.5% of the hourly wind readings during freezing precipitation are contained within the velocity-temperature envelope by the relation

\[
v = 1.5 t_a + 18
\]

(21)
Figure 13. Theoretical icing intensity as a function of wind speed and air temperature. The calculation is made for a 5-cm-diameter cylinder supposing unlimited liquid water content (wet growth for all combinations of v and \( t_a \)) but neglecting the effect of runoff water on the heat balance. The dotted line represents eq 21.

where \( v \) is in m s\(^{-1} \) and \( t_a \) is in °C. Equation 21 may be used with eq 19 in estimating the maximum icing intensity during freezing precipitation. This is demonstrated in Figure 13, where the line representing eq 21 is presented along with the icing intensity \( I \) as a function of \( t_a \) and \( v \) as calculated from eq 19.

The ice deposit diameter \( D \) is involved with the calculation of the icing intensity (eq 17), and the surface area for the heat exchange between the deposit and air to take place depends on \( D \) as well. Moreover, the shape of the ice accretion on fixed objects usually becomes noncylindrical, and this also alters the surface area and the local and overall heat exchange coefficients. Therefore, as with dry-growth simulation, time-dependent models have been developed for calculating ice loads after some time of accretion (e.g. Lozowski et al. 1979, MacArthur 1983). An example of the results from a time-dependent model by Makkonen (in press) that simulates icing on wires in both dry and wet growth is presented in Figure 14.

Finally, Borisenkov's (1969) formula for estimating the rate of ice accretion on sea structures should be mentioned. It has been widely cited and suggested for use (e.g., Panov and Schmidt 1971, Borisenkov and Pchelko 1972, McLeod 1977, Minsk 1977, Lundqvist and Udin 1978, Aksiutin 1979), although a sound theoretical description of ship icing intensity has been presented by
Figure 14. Numerical simulation of ice accretion on a 1-cm-diameter wire. The simulated quantities are ice load $M_i$, ice deposit diameter $D$, icing intensity $I$, density of accreting ice $\rho$ and the total deposit density $\rho_d$. The wind speed is $20$ ms$^{-1}$, the air temperature is $-1^\circ$C, the liquid water content is $0.3$ g m$^{-3}$, and the median-volume droplet diameter $d_m$ is $25$ um. (From Makkonen, in press.)

Kachurin and Gashin (1969) and in a more sophisticated form by Kachurin et al. (1974). The formula by Borisenkov (1969) for atmospheric icing ($t_{\text{drop}} = t_{\text{air}}$) reads

$$I = \frac{t_s - t_a + 2.6 L_e \rho_a^{-1} (e_{as} - e_s)}{L_f + c_i (t_a - t_s) + c_w (t_s - t_a)}$$

where $c_i$ is the specific heat of ice.

According to eq 22, $I$ increases with increasing $e_{as}$, which seems illogical since evaporation decreases with increasing $e_{as}$ (eq 11). Also, the effect of the term $q_w$ in eq 19 is reversed in eq 22. Finally, the term $c_i (t_a - t_s)$ in eq 22 represents the heat released in cooling of the ice after it has turned into ice, but this heat flux must be directed inwards, since the ice near the surface is warmer than the underlying ice and should therefore not be involved with the surface heat balance controlling icing intensity in wet growth. In dry growth, on the other hand, the heat balance does not restrict $I$ at all. Because of these inconsistencies eq 22 is not recommended. It gives values for $I$ more than an order of magnitude smaller than those from eq 19 and those obtained experimentally for atmospheric icing.

Wet snow. Wet snow accretes on a structure when snowflakes covered by a thin water film strike the structure's surface and adhere to it. Snow particles become wet while falling through a layer where the air temperature is above $0^\circ$C. This layer must not be too thick or the snowflakes would melt completely; therefore, $t_a$ at the surface layer where the snow accretion on structures occurs is close to $0^\circ$C.

Snow accretion on structures is frequently observed in humid air and in air temperatures somewhat above the freezing point of water, which reveals that no external cooling of the snow deposit is required for the deposit to grow (Makkonen 1981a, Colbeck and Ackley 1983). In fact, Wakahama et al. (1977) demonstrated that the free-water content of the deposit increases dur-
ing accretion. Also, the observations that snow accretions on wires are often not attached to them but form a loose-fitting cylinder around the wire (Bauer 1973) indicate melting in the deposit. That the density and strength of the snow deposit increase and that it turns hard and often nearly transparent in spite of melting in the deposit can be explained by deformation in the deposit caused by the impact of the snow particles and by wind drag. These forces create a packing stress on the snow, which becomes denser and undergoes a deformation process in which large snow particles grow at the expense of smaller particles (Colbeck 1979, Colbeck and Ackley 1983). This process is comparable to what happens when squeezing a snowball.

Since freezing of the snow deposit is not necessary for the accretions to grow, it is apparent that heat exchange with the environment does not substantially control the growth rate $I_s$ of wet snow deposits. Therefore, the theoretical approach used for rime (eq 2) is more appropriate in estimating $I_s$ than heat balance considerations. The amount of snowflakes in air $w_s$ can be used in eq 2 as $w$ was for rime formation. The snow content $w_s$ may be obtained from visibility data, for example (Wasserman and Monte 1972, Stallabrass 1983). According to Stallabrass (1978a), $w_s$ and visibility $\lambda$ (in meters) are related by

$$w_s = 2100 \lambda^{-1.29}.$$ (23)

Wakahama et al. (1977) showed that the collection efficiency $E$ in eq 2 is close to one for wet snowflakes accreting on objects the size of power line conductors in moderate wind speeds, so that applying eq 2 to the snow problem would be easy in this respect, too.

Unfortunately there are some additional problems that arise when using eq 2 in calculating snow accretion. First, although the snow particles would strike the icing surface so that $E = 1$, they are not eventually collected since they tend to rebound from the surface. The "final collection efficiency" may be as low as 0.2 due to rebounding (Wakahama et al. 1977); the factors controlling the portion of rebounding particles are not known. Second, the excess free water in the wet snow deposit may be removed from the lee side of the deposit, reducing its weight. Consequently our ability to estimate the growth rate of wet snow deposits is limited, and more experimental data are needed. Laboratory experiments are being made to clarify the problem (Wakahama 1979, Wakahama et al. 1979).
One possibility for estimating the wet snow accretion rate is to relate it to the measured precipitation rate during icing conditions (Shoda 1953), but large errors are probable with this method because of unknown factors controlling snow deposit growth on structures and because of inaccurate precipitation measurements during snowfall, especially at high wind speeds.

When wet snow accretes on a wire such as an electrical conductor or a guy wire, twisting of the wire or sliding of the snow deposit along the wire surfaces seem to be necessary for heavy snow deposits to grow, since these processes allow a cylindrical deposit that envelopes the wire effectively (Wakahama 1979). If the object is fixed or if sliding to the lee side of the deposit is prevented, the deposit is more easily broken or blown away by the wind. Therefore, vertically situated objects and large objects are likely to experience less severe wet snow accretion than do horizontally elongated wires and small structures, for instance.

Hoarfrost. According to the eddy diffusion theory the mass growth rate \( I \) of hoarfrost formed by condensation is controlled by the water vapor pressure in air \( e_a \), by the water vapor pressure at the icing surface \( e_i \), and by the wind speed \( v \) according to the equation

\[
I = k C_e \rho_a v (e_a - e_i)/p_a
\]  

(24)

where \( C_e \) is an empirical transfer coefficient for water vapor, which depends on the surface roughness and the thermal stability of the boundary layer (compare with eq 11). Although \( I \) is controlled by eq 24, the growth rate of frost thickness seems to be independent of the ambient conditions of mass transfer (Schneider 1978) because of a corresponding change in the frost density. It follows from eq 24 that frost growth is possible if the surface is sufficiently cold compared to air, but that it is also possible when the surface temperature and air temperature are the same if the relative humidity in air is close to 100%. This is seldom the case in the natural boundary layer, so surface cooling is usually required for hoarfrost to form in the natural environment. Cooling in the surface lowers \( e_i \) and therefore controls the intensity of frost formation \( I \), according to eq 24. It follows, then, that we can estimate the maximum growth rate \( I_m \) by examining the heat balance of the icing surface, since this balance controls the surface temperature and hence the saturation water vapor pressure \( e_i \) at the ice surface. For practical purposes this is a simpler method for estimating \( I_m \) than eq 24 because of the difficulties in estimating \( e_i \) and the transfer coefficient \( C_e \).
The heat balance (eq 7) in the absence of supercooled water droplets becomes

\[ q_f - q_e = -q_v + q_c + q_s + q_i \]  \hspace{1cm} (25)

where \( q_f - q_e = q_{\text{cond}} \), the latent heat released in condensation. Also,

\[ q_{\text{cond}} = I \frac{L_c}{s} \]  \hspace{1cm} (26)

where \( L_c \) is the latent heat of condensation. Since we wish to estimate the maximum intensity \( I_m \), we can neglect the terms \( q_c \) and \( q_v \), which in the situation examined give heat to the surface and tend to reduce icing intensity. Furthermore, for objects which are not internally cooled, the surface temperature is lower than the temperature inside the ice or in the structure, so the conductive term \( q_i \) also tends to warm the surface and can be neglected. Without \( q_c \), \( q_v \) and \( q_i \), eq 25 becomes

\[ q_{\text{cond}} = q_s \]  \hspace{1cm} (27)

Combining this with eq 26, we get

\[ I = q_s / L_c \]  \hspace{1cm} (28)

which gives the theoretical maximum intensity of hoarfrost formation. According to eq 28, the rate of frost growth is controlled by radiation from the surface in such a way that the radiative heat loss is balanced by the latent heat released by condensing water vapor. Using the value \( q_s = 100 \text{ W m}^{-2} \) for the maximum radiative loss on a horizontal surface (Gavrilova 1966), we obtain \( I = 0.013 \text{ g cm}^{-2} \text{ h}^{-1} \) \((0.3 \text{ g cm}^{-2} \text{ d}^{-1})\). The highest observed condensation rates are on the order of \( 0.1 \text{ g cm}^{-2} \text{ d}^{-1} \) (Nyberg 1966). These estimates clearly show that the formation of hoarfrost is negligible compared to the typical growth rates of glaze, rime and wet snow.

**Empirical verification**

The dry-growth theory has been found to predict fairly accurately the icing intensity \( I \) and the ice surface temperature in laboratory experiments (Lozowski et al. 1979, Stallabrass and Hearty 1979). Also, the change from dry growth to wet growth found in laboratory experiments (Ludlam 1951, Macklin 1961) was predicted by the theory. Comparisons of the wet-growth theory with laboratory conditions have shown satisfactory agreement as well (Stallabrass and Lozowski 1978, Lozowski et al. 1979). There are, however, some
discrepancies in the results from different experiments, probably due to wind tunnel blockage, turbulence, and inaccuracy in determining liquid water content \( w \) and droplet diameter \( d \). The theoretical predictions of \( I \) in wet-growth have generally slightly underestimated the growth rate, which may be due to underestimation of the heat exchange coefficient \( h \) for ice deposits with somewhat uneven shapes and rough surfaces. Unfortunately for those studying atmospheric icing on sea structures, practically all the laboratory experiments attempting to confirm the wet-growth theory have been made with much higher values of \( w \) and \( v \) than those typical for atmospheric icing. However, the agreement between theory and experiment seems to be better for low than for high values of \( w \) and \( v \) (Lozowski et al. 1979). Stallabrass and Hearty (1967) found in the laboratory experiments that the resulting ice thickness does not depend on the cylinder diameter \( D \), in contradiction with eq 17. This suggests that the Nusselt number \( Nu \) at the stagnation line of a rough ice deposit would be proportional to \( Re \) rather than to \( Re^{1/2} \) (eq 15).

Another reason for this result may be that for the blockage ratio of more than 6%, the flow is distorted considerably (West and Apelt 1982); in the wind tunnel experiments by Stallabrass and Hearty (1967) this ratio varied from 3 to 26%, depending on \( D \).

The decisive verification of the theoretical results should, of course, be made in the real outdoor environment. This is extremely difficult, however, mainly because of the difficulties in accurately determining the atmospheric conditions, especially the liquid water content \( w \) and the droplet size distribution. Moreover, the variability of conditions in nature is not easy to take into account in theoretical simulations. For these reasons there are not many experimental results from the outdoor environment that could be used to quantitatively verify the theory, but by fixing some parameters in theoretical calculations it is possible to achieve qualitative results for the effects of the other parameters that then can be compared to observations. For example, the dependence of ship icing severity on wind speed and air temperature in Figure 15 can be compared to Figure 13. Iwata (1973) and Kachurin et al. (1974) also verified the heat balance theory for estimating ship icing intensity, with satisfactory results. The dependence of icing efficiency \( E_i \) on wind speed according to the data of Glukhov (1971) in Figure 16 is comparable to the theoretical prediction of Figure 12. Figure 17 shows an attempt to compare quantitatively the theoretical icing intensity \( I \) with observations from nature; the near-linear dependence of \( I \) on
Figure 15. Effect of air temperature and relative wind speed on reported icing severity for fishing vessels steaming at low speeds (2 m s\(^{-1}\) and below) according to Stallabrass (1980).

Figure 16. Dependence of the overall icing efficiency on the wind speed for various liquid water contents \(w\) according to Glykhov (1971), where 1) \(w = 0.12-0.16\) g m\(^{-3}\), 2) \(w = 0.17-0.21\) g m\(^{-3}\), 3) \(w = 0.22-0.26\) g m\(^{-3}\). (From Makkonen 1981b.)

Figure 17. Dependence of cylinder icing intensity on wind speed according to observations in the natural outdoor environment and according to the theory with arbitrary constant parameters (dotted curve). \(\times\) = Waibel (1956); \(\square\) = Rink (1938); \(\circ\) = Ahti and Makkonen (1982); \(\bullet\) = Baranowski and Liebersbach (1977), soft rime; \(\Delta\) = Baranowski and Liebersbach, hard rime; \(\triangle\) = Baranowski and Liebersbach, glaze. The points, except those by Baranowski and Liebersbach, represent a mean value for a wind speed interval. The theoretical curve is calculated for dry growth using the values \(D = 5\) cm, \(d = 25\) um and \(w = 0.1\) g m\(^{-3}\).
v, on the average, is demonstrated. The scatter of the points in Figure 17 is considerable, although they represent mean values of the data for different wind speed intervals. The magnitude of the scatter of the individual observations can be seen in Figure 18, showing that v explains only a small portion of the variance of the intensity of icing. The linear correlation coefficient between I and v is about 0.5 for glaze and hard rime, but much lower for soft rime. The formula

\[ I = 10^{-2} v \]  

(29)

where I is in g cm\(^{-2}\) h\(^{-1}\) and v in m s\(^{-1}\), roughly describes the mean behavior of I in Figures 17 and 18, but the relationship between I and v is somewhat different for each ice type, as seen in Figure 18. This is probably because the mean values of \(w\) and \(d\) are different for each ice type, as indicated by the theory. The theoretical result that I is independent of air temperature in dry growth agrees with Figure 19, which shows the intensity of icing scaled with the wind speed as a function of \(t_a\). For glaze the dependence of \(E_{iw}\) on \(t_a\) is contrary to the theoretical prediction with constant \(w\) and \(d\), indicating that \(w\) decreases with decreasing \(t_a\), on the average. As can be seen in Figure 7, this may not be the case at sea, however. This demonstrates that the results from continental locations, such as those in Figures 17-19, must be used with great care when making predictions for the marine

![Figure 18. Icing intensity vs wind speed. The linear correlation coefficients are \(r = 0.54\) for glaze and hard rime and \(r = 0.20\) for soft rime. \(\Phi =\) glaze; \(\Delta =\) hard rime; \(x =\) soft rime. (Data from Rink 1938.)](image-url)
environment. The statistical relationship between I and wind speed is not determined only by the mechanisms of icing and the mean values of the relevant parameters, but also by the correlations of these parameters. These correlations may be substantially different over the sea and in continental locations. If I at sea is estimated from data such as in Figures 17-19, the scatter of the values of I in relation to v, for example, is considerable, which is not encouraging. However, the maximum icing intensity seems to be more closely related to v in Figure 18. Also, Makkonen and Ahti (1983) showed that, at least in a continental region, ice loads can be estimated using the wind speed and duration of icing only (Fig. 20). If the liquid water content can be estimated (eq 20, Fig. 1 and 7, Table 6), then useful predictions of the ice loads on sea structures should be within reach.

**METEOROLOGICAL CONDITIONS DURING ICING EVENTS**

To be able to forecast icing and analyze statistical risks based on meteorological data it is important to know the atmospheric conditions in
which atmospheric ice accretion is likely. The meteorological conditions that prevail during ship icing have been studied widely (Shektman 1968, Tabata 1968, Borisenkov and Pchelko 1972, Smirnov 1974, Lundqvist and Udin 1977, Stallabrass 1980). In the data of these studies atmospheric icing events are rare and have in most cases not been distinguished from spray icing events. Therefore, ship icing data are not very useful in calculating the conditions where atmospheric icing occurs, so theory and observations from continental locations must be used.

Boundary layer conditions

Air temperature and wind. In general, rime or glaze may form when there is liquid water in the air, the air temperature $t_a$ is below $0^\circ C$, and there is air movement with respect to the object considered. However, there are some deviations from this generalization. For example, ice accretion is possible when $t_a > 0^\circ C$ if the icing surface is cooler than $0^\circ C$ due to radiative cooling or evaporation. Icing does not occur in low air temperatures if the surface is warmer than $0^\circ C$ due to internal heat transfer in the structure or due to solar radiation.

The practical upper limit for $t_a$ during ice accretion by water droplets seems to be about $2^\circ C$ for vertical surfaces (Sadowski 1965, Volobueva 1975) and about $3^\circ C$ for horizontal surfaces (Lenhard 1955, McKay and Thompson 1969). The difference is obviously due to more intensive outgoing radiation in the vertical direction. The upper limit for wet snow accretion is about $1.5^\circ C$ in nature (Shoda 1953, Sadowski 1965), but in laboratory simulations wet snow accretions have been grown at air temperatures as high as $2.0^\circ C$ (Wakahama et al. 1977).

There seems to be no lower limit for $t_a$ during droplet accretion in the range of $t_a$ values probable over the sea. The lower limit for $t_a$ observed in different studies varies according to local conditions, but icing is not rare at air temperatures below $-20^\circ C$ (Dranevic 1971, Volobueva 1975, Makkonen and Ahti 1983). [The lowest air temperature reported during wet snow accretion is $-4^\circ C$ (Sadowski 1965).] The theoretical lower limit for $t_a$ is determined by the temperature at which the supercooled water droplets crystallize. According to Bashkirova and Krasikov (1958) this temperature is about $-20^\circ C$ over the sea. The limiting values of $t_a$ for the different ice types are discussed in more detail later.
In addition to the maximum and minimum air temperatures during icing it is interesting to know the frequency of icing in different temperature intervals, since these data can be used in estimating icing probabilities. Data on the distribution of icing events with air temperature are available for many continental regions, but they are apparently not representative of the marine environment due to different statistical features of the boundary layers over the ground and over the sea. It seems reasonable, however, to assume that since atmospheric icing in continental areas mostly occurs close to 0°C (Fig. 21), this will be the case at sea as well. According to McLeod's (1981) data for the Gulf of Alaska $t_a$ is in the range of -3° to 0°C for the reported icing events. However, evaporation fogs, which are a potential source of icing at sea, are formed at low air temperatures, so it is possible that the atmospheric icing probability distribution according to air temperature has two peaks. More data from actual offshore conditions are necessary to clarify this.

There are no data on the effect of wind speed on the frequency of occurrence of atmospheric icing over the sea. Based on continental data, Figure 22 shows the distribution of icing events according to wind speed in one location, and Figure 23 shows the frequency of icing with vertical wind shear in the atmospheric boundary layer.
The distribution of icing cases according to wind direction is usually quite uneven in continental regions. This is probably true at sea as well. Generally winds from the north are more likely to be associated with icing on the open sea than winds from the other quarters (in the northern hemisphere). However, local differences are large, depending on the local synoptic conditions and the direction to the nearest coast.

Precipitation and humidity. It is well known that supercooled precipitation may cause serious damage in continental regions. However, the views regarding the contribution of precipitation events to the total ice loads, that is, its importance compared to icing due to fogs (in-cloud icing), are contradictory. Some authors have seen precipitation as a necessary condition for atmospheric icing (Lenhard 1955, McLeod 1981); others have used precipitation as the main parameter in models for forecasting icing (e.g. McKay and Thompson 1969, Chaine 1974). On the other hand, Waibel (1956) and Ahti and Makkonen (1982) showed that icing intensity has no correlation with measured precipitation amounts, and Rink (1938) and Sadowski (1965) showed that the majority of icing events are observed on days with no precipitation. These discrepancies can be partly explained by the fact that the frequency of precipitation during icing in continental regions clearly depends on locality, mostly because of orographic effects (Lomilina 1977).

The question of the importance of supercooled precipitation is even more troublesome over the sea, since experimental data are lacking. Ship reports

Figure 23. Frequency of atmospheric ice accretion related to the wind shear in the lowest 300 m of the boundary layer. (From Dranevic 1971.)

![Figure 23. Frequency of atmospheric ice accretion related to the wind shear in the lowest 300 m of the boundary layer. (From Dranevic 1971.)](image-url)
do not give much data for this problem because liquid precipitation has usually not been distinguished from fog or snow in these observations. Coastal and island data may not be representative either, since the temperature inversion necessary for the falling water droplets to supercool (see the solid curve in Fig. 24) mostly develops due to radiative or advective cooling of the air in the surface layer, and this cooling is much less pronounced over water due to mixing and the large heat capacity of water, which prevent the surface temperature from decreasing rapidly. Moreover, it is impossible for the surface layer in air above water to cool much below 0°C (to −2°C at the most), so the formation of a surface inversion at freezing temperatures is unlikely over the sea. For these reasons freezing precipitation at sea far from the coasts or sea ice boundaries is not to be expected. However, a secondary temperature inversion, as shown by the dotted curve in Figure 24, is possible near the coast during offshore winds. This kind of surface layer is unstable and does not extend very far from the coast.

The humidity conditions during atmospheric icing vary within a rather large interval. One might expect that during fog or precipitation the relative humidity R would be quite close to 100%, but Figure 25 shows that this
is apparently not always the case. For icing in a fog, this is probably because of the heterogeneity of air humidity produced by turbulence and entrainment and because droplets can form from water vapor when $R$ is slightly below 100% (Woodcock 1978). Also, supersaturation in air is reached with respect to ice before it is reached with respect to water as $R$ increases. During freezing precipitation $R$ may be as low as 70%. According to data from Toronto $R$ was less than 90% during 20% of the time with freezing precipitation (Stallabrass 1983). Figure 26 gives continental data for the dewpoint spread during glaze formation at different air temperatures. According to Dranevic (1971) the dewpoint spread is slightly smaller during rime formation than during glaze formation at the same air temperature.

Matsuo et al. (1981) have derived equations for relative humidities favorable for wet snow occurrence at different air temperatures based on continental observations. Qualitatively the level of $R$ at which wet snow occurs decreases with decreasing $t_a$. This is probably true at sea as well, but there are no quantitative data.
Fogs. For severe atmospheric ice accretion to occur it is necessary to have supercooled water droplets in the air. In most cases this means fog in the atmospheric boundary layer. Since other conditions necessary for severe ice accretion (freezing temperatures, strong winds) are quite common in arctic waters, the existence of fogs at air temperatures below 0°C is the key factor determining the frequency of atmospheric ice accretion at sea. For this reason the conditions favorable for the formation of supercooled fogs in the marine environment are discussed in more detail.

Fogs are often classified into three categories: radiation fogs, which develop when air cools as a result of radiative cooling of the underlying surface; advection fogs, which form when warm air is cooled when it moves over a cold surface; and evaporation fogs, which result when air moistened by evaporation from a water surface is mixed with colder air, resulting in condensation and droplet formation. Radiative fogs do not occur at sea because the sea surface cools too slowly.

Advection fogs, on the other hand, are quite common over the sea, the fogs in the English Channel and the Grand Banks of Newfoundland being the best-known examples. However, icing from supercooled advection fog is rare. Cooling of surface air to temperatures below 0°C is possible only if the surface temperature of the sea \( t_w \) is below 0°C. Therefore, supercooled advection fogs may occur only over oceans with saline water and with \( t_w < 0°C \). Supercooled advection fogs formed over land and brought over the sea can prevail only under the same conditions, the surface layer being otherwise unstable. The other limiting condition is that the air temperature is higher than the surface temperature; this is significant because the maximum icing intensity is limited by the air temperature, so extreme icing rates are not possible in advection fogs, whose temperature must be above -2°C. This is demonstrated in Figure 27, which shows the temperature conditions necessary for supercooled advection fog.

Evaporation fog (sea smoke) typically occurs at low air temperatures and is therefore a possible source of severe icing if its liquid water content is high and strong winds prevail (Lee 1958, Shannon and Everett 1978). Several conditions have been suggested as necessary for the occurrence of evaporation fog. Jacobs (1954) suggested that the sea-air temperature difference must be more than 9°C for the onset of evaporation fog. According to Church (1945) the vapor pressure difference between the water surface and the air must be more than 0.5 kPa for evaporation fog to develop. Vapor pressure in air \( e_a \)
Figure 27. Regime of supercooled advection fog over the ocean (shaded area). The solid line represents thermally neutral conditions, the horizontal dotted line the limiting water temperature, and the vertical dotted line the limiting air temperature.

correlates strongly with air temperature $t_a$, and these determine the relative humidity $R$. On the other hand, water vapor at the water surface $e_s$ is a function of the water temperature $t_w$. Therefore, the conditions suggested by Church (1945) can also be formulated by means of $t_a$, $t_w$ and air humidity. This has been done by Currier et al. (1974), giving the index $i = (t_w - t_a)/(e_{as} - e_a)$, where $e_{as}$ is the saturation water vapor pressure in air [$e_{as} = f(t_a)$]. In the data of Currier et al. (1974) the probability of the occurrence of evaporation fog varied from 0.04 for $i = 10$ to 1.00 for $i > 90$.

Saunders (1964) derived theoretical conditions that also include $t_a$, $t_w$ and $R$; his results are presented in Figure 28. Utaaker (1979) has verified the theoretical conditions and found a satisfying agreement with actual observations. Wind speed has not been found to have any effect on whether evaporation fog forms (Hicks 1977).

The onset of supercooled fog is not always the threshold condition for icing on marine structures, because these fogs are often limited to only a few meters above the sea surface. The vertical extent $z_f$ of evaporation fog is therefore important. The height $z_f$ can be from 0 to at least 100 m, where it can reach (or form) a stratus cloud (Church 1945). Observations by Utaaker (1979) show that $z_f$ clearly depends on the sea-air temperature difference, that is, on the difference between $t_w$ and the threshold value of $t_a$ based on Figure 28. These observations are shown in Figure 29, which shows that the scatter of $z_f$ values at the same temperature difference is quite large, indicating that there are additional factors affecting $z_f$. One possible factor

b. Necessary properties of air for the steaming of saline water (salinity 35 ‰).

Figure 28. Conditions necessary for evaporation fog. The relative humidity is measured near the surface in the cold air. (From Saunders 1964.)

Figure 29. Vertical extent of evaporation fog vs the difference between the air temperature at 2 m and the critical temperature given by the theory of Saunders (1964). (From Utaaker 1979.)
is wind speed \( v \); Wessels (1979) suggested on theoretical grounds that \( z_f \) can be determined by

\[
z_f = 0.003 P_f^{-3.05} (-L)
\]  

(30)

where \( P_f \) is the critical rate of mixing, which depends on temperature and humidity conditions only (Wessels 1979), and \( L \) is the Monin-Obukhov length characterizing the stability conditions in the atmospheric surface layer. According to Wessels, for moderate wind speeds and water surface about 15°C warmer than air, the definition for \( L \) can be simplified to

\[
-L \approx 3.2 \frac{v^2}{(\theta_w - \theta_a)}
\]  

(31)

where \( v \) is wind speed at a height of 10 m, and \( \theta_w \) and \( \theta_a \) are the potential temperatures of water and air at 10 m, respectively. If \( z_f \) is roughly proportional to \(-L\), as indicated by eq 30, then it follows from eq 31 that \( z_f \) is strongly affected by the wind speed \( v \) (other conditions being fixed) such that \( z_f \) increases with increasing \( v \). Also, the results of an evaporation fog model by Matveev and Soldatenko (1977) show an increase in \( z_f \) with increasing \( v \). This increase is important because high wind speeds are associated with the most serious icing conditions. The models of Wessels (1979) and Matveev and Soldatenko (1977) are also capable of simulating the properties of evaporation fog (such as \( z_f \) and \( w \)) as a function of the downwind distance from the shore (Table 6). These aspects dealing with the horizontal extent of icing risk from the shore are discussed in more detail later.

Sea surface temperature and salinity. Sea surface temperature has, naturally, no direct effect on atmospheric icing (in contrast to spray icing), but it has an indirect influence. First, the modification of cold air flowing from the continent over the sea is controlled by the sea surface temperature \( t_w \) along the air trajectory. Air temperature (and to a lesser extent, wind speed and the characteristics of fog and precipitation) is affected by surface layer stability, which is partly determined by \( t_w \). Second, the occurrence of advection fogs (Fig. 27) and evaporation fogs (Fig. 28) is controlled by \( t_w \).

Figure 28 shows that the salinity of seawater affects the onset of evaporation fogs such that fogs develop at smaller water-air temperature differences and higher relative humidities over freshwater than over saline water. The air temperature range for the possible occurrence of supercooled advec-
tion fogs is more limited when water salinity is low (Fig. 27). Supercooled advection fogs obviously cannot extend over freshwater surfaces for long distances.

**Synoptic weather conditions**

Forecasts of meteorological variables in the boundary layer are generally based largely on synoptic weather maps and numerical analyses of synoptic-scale phenomena. Therefore, one possible way of forecasting icing at sea is to relate surface icing conditions directly to synoptic weather conditions. There are, however, many difficulties in doing this, especially in coastal regions where mesoscale phenomena are very important in determining the surface conditions due to changes in surface roughness and temperature over the coastline. For example, situations that look similar on a synoptic weather map may be associated with quite different surface conditions in different seasons due to differences in sea surface temperature and ice edge location. Also, the variety of synoptic weather conditions is so large that any classification of typical weather conditions where icing occurs must be very rough.

In spite of these difficulties synoptic weather conditions have been used as a preliminary indicator of local surface icing (e.g. Orlicz and Orliczowa 1954, Dranevic 1971, Bugaev and Peskov 1972), but no general rules that would be valid regardless of location have been found. This can be seen in Table 3, which shows the distribution of ship icing according to the position in relation to low pressure areas. Borisenkov and Pchelko (1972), among others, described the synoptic conditions during ship icing in various sea areas more exactly. Ship icing data are obviously useful in examining the synoptic conditions during atmospheric icing since spray icing and atmo-

### Table 3. Synoptic conditions at the time of ship icing. (After Borisenkov and Pchelko 1972.)

<table>
<thead>
<tr>
<th>Sea</th>
<th>Rear of low-pressure area (%)</th>
<th>Forward part of low (%)</th>
<th>Other conditions (%)</th>
<th>No. of cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bering Sea</td>
<td>57</td>
<td>32</td>
<td>11</td>
<td>442</td>
</tr>
<tr>
<td>Sea of Okhotsk</td>
<td>70</td>
<td>23</td>
<td>7</td>
<td>312</td>
</tr>
<tr>
<td>Sea of Japan, Tatarskii Strait</td>
<td>93</td>
<td>3</td>
<td>4</td>
<td>140</td>
</tr>
<tr>
<td>Western Pacific Ocean</td>
<td>75</td>
<td>19</td>
<td>6</td>
<td>182</td>
</tr>
<tr>
<td>Barents and Norwegian Seas</td>
<td>40</td>
<td>50</td>
<td>10</td>
<td>596</td>
</tr>
<tr>
<td>Baltic Sea</td>
<td>4</td>
<td>66</td>
<td>30</td>
<td>44</td>
</tr>
<tr>
<td>Black Sea and Sea of Azov</td>
<td>79</td>
<td>16</td>
<td>5</td>
<td>18</td>
</tr>
</tbody>
</table>
spheric icing on ships often take place simultaneously (Table 1). Ship icing is most common in the rear of low-pressure areas with cold winds from the north or northwest (Vasilieva 1967, Sawada 1970) (Table 3). If the horizontal temperature gradient in air is large, icing may occur in the forward part of a low (Kaplina and Chukanin 1971). An air temperature below \(-18^\circ\text{C}\) at the 85-kPa surface is an index of severe ship icing risk, according to Borisenkov and Pchelko (1972). Supercooled fogs during the winter are mostly associated with occlusion fronts, although all types of fogs near a coast seem to be rare that time of year (Spinnangr 1949). Evaporation fogs are most probable when a cold air outbreak is from the direction of the coast. For supercooled advection fogs and freezing precipitation to form, a temperature inversion such as the one drawn by the solid line in Figure 24 is necessary; this can be expected near the coastline when a warm front is moving from the continent over the sea.

EFFECT OF METEOROLOGICAL CONDITIONS ON PROPERTIES OF THE ICE

Density

The density \(\rho\) of ice is important in estimating the hazards due to icing for the following reasons:

1) Icing reports are often given in terms of ice thickness, so it is necessary to know \(\rho\) for determining the ice load.

2) Adhesive strength and mechanical properties of accreted ice are correlated with \(\rho\).

3) Modeling the profiles of ice deposits requires an estimate of \(\rho\) (Bain and Gayet 1983).

4) The critical ice deposit diameter above which icing theoretically does not occur is reached at different ice loads depending on ice density, so time-dependent modeling of the growth of ice loads on structures requires an estimate of \(\rho\) (Makkonen, in press).

As pointed out earlier the structure and density of the accreted ice depend mainly on the heat balance at the icing surface and on the spreading of the impinging droplets (Fig. 30). Macklin (1962) presented the basic principles in estimating the density of ice formed by droplet accretion; he derived eq 32 based on laboratory experiments on cylinders

\[
\rho = 0.11 \left( -\frac{d v_o}{2 t_s} \right)^{0.76} = 0.11 M^{0.76} \tag{32}
\]
a. $t_a = -27^\circ C$, $t_s = -15^\circ C$. Magnification 200x.

b. $t_a = -27^\circ C$, $t_s = -10^\circ C$. Magnification 200x.

Figure 30. Accreted 100-μm-diameter droplets at different air temperatures $t_a$ and deposit temperatures $t_s$. (From Macklin and Payne 1968.)
c. $t_a = -27^\circ\text{C}$, $t_s = -5^\circ\text{C}$. Magnification 200x.

d. $t_a = -27^\circ\text{C}$, $t_s = -1^\circ\text{C}$. Magnification 80x.

Figure 30 (cont'd). Accreted 100-μm-diameter droplets at different air temperatures $t_a$ and deposit temperatures $t_s$. (From Macklin and Payne 1968.)
where \( \rho = \) ice density (g cm\(^{-3}\))
\( d = \) droplet diameter (µm)
\( v_0 = \) droplet impact speed at the stagnation line of the cylinder (m s\(^{-1}\))
\( t_s = \) mean temperature of the riming surface (°C)
\( M = \) ice density parameter.

The impact speed \( v_0 \) can be calculated according to the theory described in the section on rime, and the surface temperature \( t_s \) can be calculated from the heat balance equation of the riming surface. Equation 32 has been verified by Buser and Aufermaur (1972), Pflaum and Pruppacher (1979) and Bain and Gayet (1983) with good results, although small modifications have been made. Makkonen (in press) used these modifications to create eq 33 as part of his wire icing model:

\[
\begin{align*}
\rho &= 0.1 & \text{for } M < 1 \\
\rho &= 0.11 a^{0.76} & \text{for } 1 \leq M < 10 \\
\rho &= a/(a + 5.61) & \text{for } 10 \leq M < 60 \\
\rho &= 0.92 & \text{for } M \geq 60.
\end{align*}
\]

(33)

Equations 32 and 33 show that ice density \( \rho \) generally decreases with decreasing impact speed (and wind speed), decreasing droplet size, and decreasing air temperature \( t_a \) (\( t_s \) decreases when \( t_a \) decreases). Decreasing liquid water content results in a lower surface temperature \( t_s \), so \( \rho \) decreases as well. Since \( v_0 \) depends not only on wind speed and droplet size, but also on the dimensions of the icing object, then in the same atmospheric condition \( \rho \) is higher on small structures than on large ones. Furthermore, \( \rho \) continuously decreases during ice accretion as the deposit size increases (Makkonen, in press). Also, \( \rho \) differs at different points on the icing object in dry-growth conditions (Bain and Gayet 1983). These factors make it difficult to simply relate the ice density measured after an icing storm to the conditions that prevailed. If this were not true, one could calculate the droplet size (which is difficult to measure) from eq 33 by means of density measurements.

The quantitative relationship between the density of wet snow accretions and the growth conditions is not known, but obviously wind speed has the most pronounced effect on \( \rho \) since wind stress is the primary cause of the deformation process that leads to dense, strongly adhering deposits. Wet snow accretions formed at low wind speeds typically have densities near 0.2 g cm\(^{-3}\); those formed in strong winds may have densities as high as 0.9 g cm\(^{-3}\) (Shoda 1953, Wakahama et al. 1977). The air temperature and the duration of strong
winds after the snowstorm may have an influence as well, but this has not been quantified.

In some cases it may be important to know the probable change of ice density with height. Glukhov's data (1972) from a continental location show an increase in \( \rho \) with height (Fig. 2); this is predicted by theoretical considerations, since wind speed in the surface layer usually increases with height, and the time that the higher part of a tall structure spends above the cloud base (where the liquid water content is high) is expected to be longer. Whether this is the situation at sea is uncertain and requires experimental evidence. It may even be reversed; because air temperature in icing conditions over the sea decreases rapidly with height and because evaporation fogs are usually limited to lower heights, the liquid water content may decrease with height.

Ice type

Different types of ice and the theoretical distinctions between wet-growth and dry-growth processes have been discussed earlier (Fig. 10). Here some empirical results are discussed.

As can be seen in Figures 10 and 31, when the wind speed is high, glaze (and in general more compact ice) is favored instead of porous rime. Also, when liquid water content is high and droplets are large, glaze is more likely; this is also true when the air temperature is close to \( 0^\circ \text{C} \). Ice type seems to be more critically affected by air temperature than by wind speed, as shown in Figures 10 and 31. The extreme air temperature limits are approximately from \(+2^\circ\) to \(-9^\circ\) for glaze, from \(0^\circ\) to \(-15^\circ\) for hard rime, below \(-1^\circ\) for soft rime and from \(+2^\circ\) to \(-4^\circ\) for wet snow (Gaponov 1939, Sadowski 1965, Volobueva 1975, Makkonen and Ahti 1983).

As with ice density, ice type depends on the dimensions of the icing object and may vary along the object surface and with time. Ice is often more glaze-like in the interior of the deposit and more porous in the surface layer.

Figure 31. Atmospheric icing events in relation to air temperature and wind speed. \( \circ \) = glaze; \( x \) = hard rime; \( \Delta \) = soft rime. (Data from Rink 1938.)
Examples of the distribution of different kinds of ice deposits according to air temperature and wind speed are shown in Figures 21 and 22. These figures are, however, merely indicative of marine conditions, since liquid water content and droplet size may be systematically different from the conditions in continental locations, from which the data originate.

The predominating ice type varies with height. According to Glukhov (1972) glaze is more common in the upper parts of high structures; there is also an increase in ice density with height (Fig. 2). Again, the situation in the marine environment may be considerably different. McLeod (1981) has suggested that the relationships of the different ice types by Glukhov (1972) in Figure 2 will hold true regardless of location. This is, however, somewhat questionable, since the boundary layer structure and the sources of icing are quite different on land and at sea.

Crystal structure

Close to the object surface (i.e. in the initial stage of the icing process) the crystal size is largely determined by the properties of the substrate (Golubev 1974, Mizuno 1981). At some distance (5-20 mm) from the substrate the effect of the substrate becomes very small, and beyond that point the crystal structure is determined only by the growth conditions. In practice this means that the mean crystal size increases with distance above the surface (Fig. 32). Figure 32 also shows that the crystal size decreases with decreasing air temperature \( t_a \). This relationship is nearly exponential when the other conditions are fixed (Levi and Prodi 1978). Droplet size, impact speed, and liquid water content seem to have only a small effect on the crystal size (Rye and Macklin 1975, Laforte et al. 1983b). However, Prodi et al. (1982) observed that the average surface area of the grains is lower in wet-spongy accretions than in dry ones grown at the same air temperatures and at deposit temperatures just

Figure 32. Variation of mean width of ice crystal with the ambient temperature and the radial distance above the conductor surface. (From Laforte et al. 1983a.)
below 0°C, which implies that liquid water content has some effect on crystal size, at least near the critical conditions. When analyzing the specimens from full-scale ship icing tests (using saline ice) Golubev (1972) found that larger crystals are formed on horizontal surfaces than on vertical surfaces. This has not been verified for glaze ice from atmospheric icing.

In the case of freezing rain the droplets will be solidified into single crystals (monocrystallization). Polycrystallization is also possible, but at lower air temperatures (Hallett 1964, Mizuno 1981), in which case the number of crystals nucleated from one droplet increases with decreasing air temperature.

Crystals in wet snow deposits are smaller than in glaze. This is probably related to the dimensions of the ice crystals of the original snowflakes.

The c-axis orientation of ice crystal is close to perpendicular to the growth direction in accretions grown in wet-growth conditions, and parallel to the growth direction if grown in dry-growth conditions (Levi and Aufdermaur 1970, Ackley and Itakagi 1974). At very low air temperatures c-axis orientation tends to shift toward 45° in dry growth.

Strength of adhesion

It might be expected that the adhesive strength would be closely related to ice density and that the methods used for finding density could therefore be used as an index of adhesive strength. This seems not to be the case, however, as can be seen in Figure 33. There is a trend towards low adhesive strength with decreasing ice density \( \rho \), but the adhesive strength may vary considerably for ice deposits of the same density, especially for high-density ice. There are three apparent reasons for this. First, the detachment of glaze and hard rime is usually a pure adhesive failure, so the cohesive strength of the ice deposit is important only for soft rime. Second, since the failure of ice is mostly adhesive, only a very thin ice layer near the substrate is relevant to ice removal, and this initial ice layer is often formed closer to the wet
Table 4. Glaze and rime adhesion on different substances. (From Phan et al. 1978.)

<table>
<thead>
<tr>
<th>Substances</th>
<th>Wind speed 20 ms⁻¹</th>
<th>Wind speed 10 ms⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Glaze* Adhesion strength (kN m⁻²)</td>
<td>Hard rime Adhesion strength (kN m⁻²)</td>
</tr>
<tr>
<td>Aluminum cylinder</td>
<td>15, 35</td>
<td>120, 75</td>
</tr>
<tr>
<td>Teflon cylinder</td>
<td>80</td>
<td>25, 80</td>
</tr>
<tr>
<td>Plexiglass cylinder</td>
<td>80</td>
<td>60</td>
</tr>
<tr>
<td>Rubber cylinder</td>
<td>85</td>
<td>100, 85</td>
</tr>
<tr>
<td>Bare conductor</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td>Polyethylene</td>
<td>240</td>
<td>140</td>
</tr>
<tr>
<td>Polyester resin</td>
<td>260</td>
<td>240</td>
</tr>
<tr>
<td>Epoxy resin</td>
<td>170</td>
<td>190</td>
</tr>
<tr>
<td>Paraffin wax</td>
<td>190</td>
<td>170</td>
</tr>
<tr>
<td>Silicone rubber</td>
<td>50, 25</td>
<td>10, 20</td>
</tr>
<tr>
<td>Grease</td>
<td>10, 15</td>
<td>10</td>
</tr>
<tr>
<td>LPS 1</td>
<td>0, 40, 70</td>
<td>15</td>
</tr>
</tbody>
</table>

*Temperature = -12°C; Water content = 1.5 g m⁻³; Ice density = 0.9 g cm⁻³.
†Temperature = -12°C; Water content = 1 g m⁻³; Ice density = 0.8 g cm⁻³.

The adhesive strength of hard rime and glaze increases when air temperature decreases down to approximately -10° to -15°C and then slightly decreases (Fig. 34), similar to the adhesion of ice formed by spray icing (Kamenetskii et al. 1971).

An increase in wind speed (or impact velocity of the droplets) seems to increase the adhesive strength of ice formed by droplet accretion (Table 4), probably because the mechanical bonding is stronger when the droplets pene-
trate surface irregularities more effectively. The effect of wind speed is less pronounced at air temperatures close to 0°C (Fig. 34). Liquid water content has only a small effect on adhesion, according to Laforte et al. (1983a).

The results presented in this section apply mainly to high-density ice grown close to or at the wet-growth limit. If the combination of atmospheric parameters is such that rime formation is favored, then the relationship between adhesive strength and growth conditions may be changed. For example, when air temperature decreases below -10°C, soft rime is typically formed, and its porosity increases with decreasing $t_a$, in which case the force required for ice removal probably also decreases with $t_a$, in contrast to what is seen in Figure 34. The effect of the properties of the substrate on the adhesive strength will be discussed later.

**Shape**

The shape of the ice deposit formed by droplet accretion varies considerably depending on the atmospheric conditions. This is important in studying icing on sea structures because 1) the intensity of icing at a specified moment is related to the dimensions of the ice deposits at that moment, 2) the difficulties encountered in ice removal may depend on the ice profile, that is, on the surface area in contact with the substrate, and 3) the ice shape on a structure affects the sail area and consequently wind drag, which are often the critical factors influencing the possible failure of high structures in icing conditions.

The basic parameters affecting the shape of an ice accretion are the same as those determining the density of ice: air temperature $t_a$, wind speed $v$, liquid water content $w$ and droplet size $d$. Qualitatively the role of these parameters in determining the ice profile has long been well known, based on both observations and theoretical considerations (e.g., Melcher 1951, Dickey 1952, Imai 1953, Ono 1967). Figure 35 shows some typical basic ice profiles observed in near-constant atmospheric conditions. With high wind speed, air temperature and liquid water content and with large droplets, the ice profile resembles A or B in Figure 35, the growth conditions being wet and some runoff taking place. When $v$, $t_a$, $w$ and $d$ decrease, the icing process progressively changes to dry growth and the ice profile resembles C, D or E in Figure 35. With very small droplets and low values of $w$, only rime feathers are formed, as in profile F.
There is generally not much difference in ice profiles on vertical and horizontal objects, except in very wet conditions (case A), where runoff water may produce icicles. Also, on structures with the same vertical and horizontal extent the ice profile appears to be quite similar, both vertically and horizontally, under atmospheric icing conditions (Fig. 36).

Dickey (1953) argued that there are three basic ice deposit shapes that are stable; that is, all other shapes would gradually change into one of these shapes in constant atmospheric conditions. This would mean that the shape of the collecting object does not affect the ultimate shape of the ice deposit. There is, however, no direct proof of this. This problem might be examined using the recent finite element models of McComber and Touzot (1981) and MacArthur (1983), which are able to predict local collection efficiencies on irregular surfaces.

Much attention has been paid to theoretical modeling of ice shapes on cylindrical and airfoil surfaces because of the importance of icing effects on fixed or rotary wings. On helicopter rotor blades, for example, ice accretion may considerably affect the aerodynamic lift. The recent models can predict the shape of ice fairly well, especially at the low speeds corresponding to atmospheric icing on stationary structures (Stallabrass and Lozowski 1978, Lozowski et al. 1979). Application of the results from these models is not easy, however; the observed ice shapes in Figure 37 demonstrate...
that the ice shape is affected by air turbulence and variation in the atmospheric conditions (especially in wind direction) during icing, resulting in ice shapes far from the idealized model predictions.

GEOGRAPHICAL AND SEASONAL DISTRIBUTION OF ICING PROBABILITIES

Icing observations at sea are distributed unevenly, both geographically and seasonally. This is because the majority of all the icing reports are from ships using more or less fixed routes or working in certain fishing areas only, and navigating only during part of the year. Moreover, the cause of icing (spray or atmospheric) is seldom clearly distinguished in the reports. Hence, it is very difficult to form a clear picture of the distribution of atmospheric icing cases in different sea areas. Table 5 shows the periods of probable icing for the sea areas where Soviet ship icing reports have been available. These observations include mostly spray icing. Regions where icing on ships was observed in the Soviet data are plotted on a map in Figure 38. More data on spray icing probabilities can be found in various charts published for this purpose (e.g., U.S. Navy Hydrographic Office 1958, DeAngelis 1974, Kolosova 1974, Stallabrass 1975, Kornlushin and Tiurin 1979), but data on atmospheric ice accretion are rare. Some indications of atmospheric icing frequencies may be found from aircraft icing observations (Heath and Cantrell 1972), but these data may be misleading regarding icing on sea structures because the parameters involved with icing change rapidly with height over the sea.

Table 5. Period of ship icing according to Borisenkov and Panov (1974).

<table>
<thead>
<tr>
<th>Seas and Oceans</th>
<th>No. of cases</th>
<th>Period of possible icing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Western seas</td>
<td>584</td>
<td>1 Jan - 31 Mar</td>
</tr>
<tr>
<td>Eastern seas</td>
<td>931</td>
<td>15 Dec - 15 Mar</td>
</tr>
<tr>
<td>Northwest Atlantic</td>
<td>85</td>
<td>15 Dec - 15 Mar</td>
</tr>
<tr>
<td>Norway &amp; Greenland seas</td>
<td>109</td>
<td>15 Dec - 31 Mar</td>
</tr>
<tr>
<td>North Atlantic</td>
<td>63</td>
<td>15 Dec - 15 Apr</td>
</tr>
<tr>
<td>Barents Sea</td>
<td>390</td>
<td>1 Jan - 15 Mar</td>
</tr>
<tr>
<td>Baltic Sea</td>
<td>21</td>
<td>15 Dec - 28 Feb</td>
</tr>
<tr>
<td>Baffin Bay &amp; Hudson Bay</td>
<td>7</td>
<td>1 Dec - 31 Mar</td>
</tr>
<tr>
<td>Newfoundland region</td>
<td>15</td>
<td>1 Jan - 15 Mar</td>
</tr>
<tr>
<td>Bering Sea</td>
<td>185</td>
<td>1 Dec - 31 Mar</td>
</tr>
<tr>
<td>Okhotsk Sea</td>
<td>337</td>
<td>1 Dec - 31 Mar</td>
</tr>
<tr>
<td>Sea of Japan</td>
<td>226</td>
<td>1 Dec - 28 Feb</td>
</tr>
<tr>
<td>Northwest Pacific</td>
<td>183</td>
<td>15 Dec - 31 Mar</td>
</tr>
<tr>
<td>Arctic Sea (Kara, Laptev, Eastern Siberia &amp; Chukotsk)</td>
<td>71</td>
<td>15 Jun - 15 Nov</td>
</tr>
</tbody>
</table>
Because of the lack of representative atmospheric icing observations at sea, studies of the probabilities of atmospheric icing must be partly based on the frequencies of combinations of generally measured atmospheric parameters that are expected to cause icing on structures. But the amount of this kind of data from the open sea is small also, so observations from islands and coastal stations must be used. For this reason, the results of these studies should be interpreted with care; observations made over land may not represent real offshore conditions, since icing phenomena are affected by latitude, sea surface temperature patterns, proximity of land, and orography.

The combinations of atmospheric parameters used as indicators of atmospheric icing are slightly different in different studies. In the Soviet classification the combination chosen to represent atmospheric icing conditions on ships is \( t_a \leq 0^\circ \text{C}, v \leq 7 \text{ m s}^{-1} \) and the occurrence of precipitation and fog (e.g., Kolosova 1974). This criterion is perhaps not well justified, since there seems to be no reason why atmospheric icing should not occur during high wind speeds. Another possible criterion is therefore simply \( t_a \leq 0^\circ \text{C} \), which has been used by Dunbar (1964) in constructing charts for the areas where superstructure icing is probable in different seasons.
The occurrence of supercooled fogs is an obvious atmospheric icing condition. Guttman (1971) studied the worldwide occurrence of supercooled fogs; his charts for part of the Northern Hemisphere are shown in Figure 39. The apparent conclusion from Figure 39 is that supercooled fogs are seldom met at sea, except in ice-covered areas and close to coasts or the ice edge. The same conclusion was reached earlier.

Figure 39. Probability of supercooled fog by month according to Guttman. (From Minsk 1977.)
c. November.

d. December.

Figure 39 (cont'd).
Figure 39 (cont'd). Probability of supercooled fog by month according to Guttman. (From Minsk 1977.)
g. March.

h. April.

Figure 39 (cont'd).
At least once, however, evaporation fog has been observed 300 km from the coast (Hay 1953), although it lasted for less than an hour and was not reported to have caused any icing. Lee (1958) reported a rather severe case of icing due to evaporation fog approximately 35 km from the ice edge.

The extent of evaporation fogs downwind from the shore has been studied using a theoretical model by Wessels (1979); he also concluded that evaporation fogs are restricted to coastal waters. The precise downwind extent and the liquid water content of the fog depend, however, on the properties of the initial continental boundary layer (e.g., temperature profile, humidity and wind speed). The model results for one situation are shown in Table 6. Unfortunately the theoretical model results are quite sensitive to the assumed rate of entrainment with dry air, showing, for example, that after sufficient development of an internal boundary layer over the sea, fog thickness $z_f$ may either increase or decrease with distance from the shore, depending on the assumed rate of entrainment (Matveev and Soldatenko 1977). Therefore, more theoretical and experimental work is needed to confirm the limited range of supercooled fogs from the shore.

Supercooled fogs are not only restricted to coastal waters, but their frequency in these areas is small (Fig. 40, 41). According to Figure 40 the frequency of fogs at the coastal stations of northern Norway is practically zero when the average air temperature is below 0°C (December–March, according to U.S. Weather Bureau 1959). According to Brower et al. (1977) the frequency of fogs in winter is 0–10% in the Gulf of Alaska, 10–20% in the Bering Sea.

Table 6. Example of the properties of the adiabatic mixed layer as functions of the downwind distance from the shore, with a lifted inversion ($h_0 = 250$ m), according to the model by Wessels (1979).

<table>
<thead>
<tr>
<th>Distance from shore (km)</th>
<th>Height (m)</th>
<th>Maximum liquid water content (g m$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fog</td>
<td>Mixed layer</td>
</tr>
<tr>
<td>0</td>
<td>6</td>
<td>250</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>252</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>254</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>256</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>260</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>270</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>292</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>316</td>
</tr>
<tr>
<td>50</td>
<td>–</td>
<td>358</td>
</tr>
<tr>
<td>100</td>
<td>–</td>
<td>459</td>
</tr>
</tbody>
</table>
a. On the coast, Nordkapp-Vardo.

b. At three Norwegian arctic stations.

Figure 40. Average number of days with fog at coastal stations in northern Norway. (From Spinnangr 1949.)


Figure 41. Distribution of fog events in relation to air-sea temperature difference (in °C) at two arctic marine weather stations according to Brower et al. (1977).
and 10-15% in the Chukchi and Beaufort seas. However, only a small portion of these fogs occurs at air temperatures below 0°C. Figure 41 shows the distribution of winter fogs at some arctic locations according to air-sea temperature differences. The mean winter sea surface temperatures in these areas, combined with the data in this figure, show that supercooled fogs are very infrequent, occurring 1-2 times a month at most. The onset of evaporation fogs, when the air is much colder than the sea surface, can be seen as a concentration of fog frequency in Figure 41 for the Bering Sea when $t_a - t_w \leq -9^\circ C$.

In addition to the frequency of icing, it is interesting to consider the duration of icing conditions when they do occur. There are not many data on duration, but some conclusions can be reached from storm and visibility statistics. According to Smirnov (1974) storms at freezing temperatures lasting for more than three days occur on the average three times a year near Iceland. Poor visibility (< 3.7 km) occurs in arctic areas in 4-10% of all observations, and its duration is less than 12 hours in 90% of the cases and more than 24 hours in 1-3% of the cases (U.S. Navy Hydrographic Office 1963). The number of hourly occurrences of freezing precipitation for two arctic stations is given in Figure 42. This figure gives some indications of the icing potential, although nonprecipitating supercooled fogs are not included in the data. Charts giving the percentage of hourly weather observations with liquid precipitation and wet snow in different parts of the world have been presented by Bennett (1959) (Fig. 43). These charts include parts of coastal areas, but it is not known what part of the data has been associated with structural icing.

McLeod (1981) suggested that the data such as those in Figure 2 are representative of the entire sea area (Bering Sea). Also, Brower et al. (1977) claimed that the data in Figure 41 represent the sea area approximately 500 km from the coast. However, it is questionable whether observations from the coast or from islands are representative of offshore areas. As explained earlier the formation and maintenance mechanisms of freezing fog and precipitation are different over the land and over the sea surface. This is the case even if the land area is small, such as an island, and if the observation point is very close to the coastline. When an offshore wind is blowing, observations in general represent the atmospheric surface layer over the continent, not over the sea. This is almost always the case when atmospheric icing at sea takes place. For example, for many, if not most, of the cases
Figure 42. Ten-year summaries (1948-1958) of the number of precipitation events occurring during freezing air temperatures at two arctic marine weather stations. (From McLeod 1981.)

Figure 43. Mean annual percentage of hourly weather observations with freezing rain, North America. This is based on a map prepared in 1943 by the Weather Information Service of the U.S. Army Air Forces (Bennett 1959). (From Minsk 1980.)
in which freezing air temperatures are reported at a coastal station or an island, the air temperatures over the sea surface at some distance from the observation point are not below 0°C, due to the warming effect of the sea. Hence, to use the available icing data from coastal locations in estimating icing probabilities at offshore locations, we need a more complete understanding of how the properties of the atmospheric surface layer that affect icing potential change over the coastline. This could be achieved, for example, by making simultaneous measurements at a coastal location and at an offshore platform.

METHODS FOR MEASURING ICING SEVERITY

Most of the results on ice loads in the marine environment have been obtained by simple manual ice thickness measurements, by weighing the removed ice, or by visual estimates. On ships the change in the freeboard has generally been used as an ice-load indicator. These methods are rather inaccurate and are only suitable for rough estimates in severe icing conditions. The instruments that are used in continental measurements must be used at sea if high accuracy is required. These instruments are mostly cylindrical objects such as steel cylinders and wires; metal plates have also been used. The most commonly used devices are the combination of horizontal wires used widely in the USSR (e.g., Nikiforov 1983) and the so-called Grunow net, which is quite commonly used in Central Europe (Grunow and Tollner 1969, Baranowski and Liebersbach 1977). The Grunow net is a tube of wire netting and is often installed on top of a precipitation gauge. Tabata et al. (1976) used a device similar to the Grunow net in measuring ship icing (Fig. 44). To determine the icing rate with this kind of simple instrument, the ice is usually melted and weighed manually.

Manual icing rate measurements can be made easily and rapidly (within a few minutes) by the rotating cylinder method (Fraser et al. 1953). This method, generally used in laboratory experiments and cloud microstructure studies, is similar to the other methods except that the cylindrical icing object is rotating and is very small (diameter ~ 1 mm). The amount of ice is determined by weighing the instrument before and after it is exposed to icing. Relating the re-
sults from the rotating cylinder method to the icing of larger structures is not straightforward, but must be determined theoretically using the value for the liquid water content in eq 2; this value can be determined using the rotating cylinder if the growth conditions on the instrument are dry (see Rush and Wardlaw 1957, Stallabrass 1978).

Manual icing measurements are difficult and often dangerous to make in the marine environment. Also, there is a need for icing data at unmanned marine installations. Therefore, instruments that can measure and record icing rates automatically are needed. One possibility is simply to install an icing cylinder or rod on a weighing machine with electronic data recording. This method, used in remote mountain areas (e.g., Rothig 1973), has been applied to ship icing measurements by Tabata et al. (1963) (Fig. 45). Weighing instruments have proved useful, but there are some problems that restrict their reliability. First, ice makes the weighing mechanism inoperative unless it is protected by heating (Fig. 45). Heating, on the other hand, may affect the instrument's icing rate. Second, heavy wind drag, which is often associated with icing, is felt by the weighing machine and may be mistakenly interpreted as an increased ice load. Finally, the whole instrumentation may become encapsulated by ice.

To avoid these problems Rosemount, Inc., developed a more sophisticated device, whose working principle is entirely different from the previous detectors. This instrument is available in several versions, though it was originally designed to be used in turboengine intakes. However, it has been used successfully in near-ground icing conditions (Ackley et al. 1973, 1977, Tattelman 1982) and in the marine environment (McLeod 1981). The small, cylindrical sensing probe of the Rosemount detector (Fig. 46) is forced to vibrate parallel to its axis by a magnetostrictive oscillator. This vibration is at its resonant frequency when the probe is free of ice, but ice accretion causes a shift in resonance corresponding to the increase in mass adhering to the probe. After a thin layer of ice (about 0.5 mm) has accumulated, an alarm circuit is triggered and the sensor is deiced by an internal heater. The heating cycles are then recorded, and from their frequency the ice accretion rate can be evaluated fairly accurately, although changes in
ice density and calibration problems cause some scatter (Tattelman 1982). Rosemount detectors still require more testing in the marine environment, but they are the most promising practical method to measure icing rate at sea. Their ability to operate through long icing periods with little human involvement makes them superior to all other ice detectors.

ANTI-ICING METHODS

Methods for alleviating the hazards and inconveniences of icing can be divided into anti-icing measures, which try to prevent or reduce ice accretion, and deicing measures, which try to remove the accreted ice. Some of the methods may be classified in either of these categories, depending on the application.

Structural design

Perhaps the most important and generally used anti-icing method is to minimize small structures and replace them with fewer, large objects. The design of superstructures of fishing trawlers, for example, is based on this principle. Small structures have larger icing efficiencies than large ob-
jects; in the dry-growth regime the collection efficiency $E$ decreases rapidly with increasing size, and in the wet-growth regime the heat transfer coefficient decreases with increasing size. These effects should not, however, be overestimated since the collecting surface area and the heat exchange area also increase as a function of object size. Makkonen (in press), in fact, showed theoretically that the initial size of a cylindrical object has only a very small effect on the ultimate ice load after long-term icing, with cylinder diameters in the range of 1-5 cm and ice deposits that remain cylindrical. This indicates, for example, that the number of separate objects on a ship superstructure may be more important than their size in determining how ice loads form. On the other hand, if the structures are large enough, icing may not occur at all.

The theoretical result that $E$ decreases towards zero for large objects has been applied to the protection of high masts and towers with promising results (Jaakkola et al. 1983). Ice formation has been considerably reduced by covering the masts with cylindrical plastic covers several meters in diameter. There are, however, some disadvantages that have restricted the use of this method; the large surface area generates heavy wind drag, which may lead to vibrations of the mast structure. Therefore, the method requires more testing, but it already appears to be a promising, practical anti-icing measure for towers and masts that have sufficient steadiness against wind forces caused by the increased sail area of the sheltering cylinder.

**Heating**

The most obvious method for preventing icing is heating. However, it is far from being the most practical because of the large amount of latent heat required to melt ice or to prevent its formation. For example, the power required for anti-icing, when the calculated icing rate on a nonheated surface is $3 \text{ g cm}^{-2} \text{ h}^{-1}$, is about $2 \text{ kW m}^{-2}$. For a medium-size trawler this corresponds to about 2-3 MW for the whole vessel.

Large energy requirements of thermal methods have restricted their use mostly to small objects. In these cases internal heating is usually used, since external heating, such as protecting meteorological instruments with infrared heaters, is quite ineffective (Gerger 1974, Ahti 1978). For example, anti-icing a cup anemometer requires 300-700 W (Ahti 1978).
One way of heating sea structures is to use a thermosyphon, the principle of which is demonstrated in Figure 47. The working fluid can be, among others, ammonia or Freon 21. This method can be applied to structures such as masts and handrails, the structures themselves acting as heat pipes. It is also possible to cover flat surfaces with loops of heat pipes. Both of these techniques were applied when constructing the first practical thermal deicing system on a Japanese ship (Okihara et al. 1980, Zosen 1981). This thermostatically controlled heating system, which can use different heat sources, is shown schematically in Figure 48. The heat consumption of the system has been found to be about 1 kW m\(^{-2}\) in field tests under typical icing conditions (Okihara et al. 1980). It is in principle possible to use the waste heat from the vessel's engines as the energy source of the system. A heat pipe method has also been used in deicing navigation buoys (Larkin and Dubuc 1976).

Figure 47. Working principle of a thermosyphon. (After Lock 1972.)

Figure 48. Heat pipe deicing system installed on a ship. (After Zosen 1981.)
Current-conducting coatings may be used for heating small surface areas, such as bridge windows (King 1973). This method may work for larger surfaces too, if combined with coatings that reduce ice adhesion. This may reduce the power consumption to a level realistic for practical applications (Paniushkin et al. 1974e).

Chemical methods

The application of chemicals on an icing surface to reduce ice adhesion has been tested, mostly with poor success. The anti-icing effect of silicone oil, vaseline and Kilfrost has been found to be small (Alexeiev 1974). Moreover, these chemicals deteriorate easily by weathering and by the accreting ice (Ackley et al. 1973). Fixed coatings, which are more effective in reducing the adhesion strength, will be discussed later.

Another kind of chemical measure for preventing icing is to apply freezing point depressants on surfaces. The major problems of this method are optimizing the amount of the chemicals and distributing them uniformly on the surface. If these problems could be overcome, it would be possible to reduce icing considerably by using ethylene glycol (Gerger 1974, Stallabrass 1970) or Santomelt 990-CR organic anti-icing fluid (Bates 1973). Salts such as calcium nitrate (Semenova 1974) have also been tested; these chemicals can reduce, but not prevent, ice load formation (Ackley et al. 1973).

Chemical methods can be appropriate for protecting small objects (bridge windows, automatic meteorological instruments, etc.) and objects that require ice removal for only a short time (helicopters before take-off, for example). Chemicals are difficult to apply on large structures for long-term ice prevention since their rapid deterioration makes the method uncertain and expensive. Other disadvantages include making horizontal surfaces slippery and contaminating the catch of trawlers.

Other methods

Ice has been prevented from forming on meteorological instrument housings by installing a shelter net around them (Gerger 1974). The same method could be used on a larger scale for preventing icing on ships or stationary sea structures. If a large number of wires were formed into a net in the bow of a ship or around a stationary structure, icing could be reduced on the protected superstructure. Icing of the wire net could be prevented by heating, the anti-iced surface area in this case being smaller than the protected object. Another possibility is to use two nets, so one can be lowered into
the water for melting while the other is used for protection (Lock 1972). The water temperature must, of course, be above 0°C when using this method; for spray icing it must be ≈ 0°C, because the accreted ice is less saline than the water where it originates, so that its melting temperature is higher than the freezing temperature of seawater. To confirm the usefulness of this method more exact estimates should be made of the rate of melting of ice in seawater and the rate of ice accretion.

Minsk (1977) suggested deflecting the supercooled water droplets from their original trajectories by use of an air curtain, preventing them from striking the protected object. This method seems to be particularly suitable in preventing atmospheric icing since the droplet size, and hence the droplet inertia, is small compared to spray icing. The method has not been tested. Energy requirements may be a problem.

Ice accretion due to evaporation fog is usually found only in a narrow zone (some tens of meters) from the downwind edge of the water body (Mook 1965, Utaaker 1979). Therefore, it might be possible to reduce icing on sea structures by preventing evaporation in the vicinity of the structures. Surface films of liquids such as oil are not usable because of pollution problems, but floats constructed of sheets of closed-cell buoyant plastic might be used. One possibility is simply to surround the object to be protected with a platform of sufficiently large horizontal dimensions. These floats would be useful for reducing spray icing as well, because of their role in damping waves.

Another way of avoiding the existence of supercooled fog is artificial fog dissipation by liquid propane seeding (Hicks 1966). This has been shown to be effective in cold room conditions at air temperatures below -0.5°C (Kumai 1982).

Melcher (1951) showed that the density of ice decreases if it grows in an electric field. Phan and Laforte (1981) confirmed this and showed that the adhesion strength of the accreted ice on wires depends on the applied electric field (Fig. 49). In some applications this phenomenon might be of benefit in anti-icing, but no practical tests have been made.

The formation of ice deposits on wire, especially from wet snow, is promoted if the wire rotates or if the deposit slides to the lee side, so that a cylindrical deposit enveloping the wire is formed. In this case an anti-icing effect is achieved by anti-torsion weights, which prevent the wires
from twisting, and by small rings or a pair of plastic fins attached to the wire, which prevent the ice from sliding (Wakahama et al. 1977).

DEICING METHODS

Mechanical methods

Manual deicing has been the only method generally used in combating ice at sea so far. The ice is removed by crew members using mallets, axes, hammers, baseball bats, etc. This method is not satisfactory because of its low efficiency; many ships have been lost in spite of manual deicing attempts. Moreover, conditions on deck during severe icing are hazardous, and movement is almost impossible when deicing is needed most. The use of motorized cutters for removing ice (Churakov et al. 1976) is usually possible only after the icing storm. It is seldom possible at any time to manually remove ice from the upper parts of the structures most critical to ship stability and the endurance of stationary structures.

To avoid manual ice removal automatic and semiautomatic deicing methods have been developed. The most effective of these devices is a pneumatic deicer, a series of tubes standing alone or built into a rubber mat (Fig. 50). When the tubes are inflated with air, they expand and break the ice adhering to the surface. The same principle has long been used for protecting aircraft wings from icing. Pneumatic deicers have proven to be effective on small cylindrical objects and large flat surfaces (Stallabrass 1970, Ackley
et al. 1973, 1977). Disadvantages of this method are the cost and the likelihood of damage to the deicers if used in working areas. Otherwise, this method seems to be very suitable, especially in deicing the upper parts of sea structures. Combined with automatic icing control devices, pneumatic deicers might be a solution for protecting unmanned ocean installations.

Economical mechanical deicing can be achieved by using a flexible coating that moves due to wind drag. Hartranft (1972) tested this kind of coating in sheltering radar antennas, but the results were not completely satisfactory, probably because accreting ice makes the coating partly inflexible. Alexeiev (1974) covered small-scale models of meteorological masts with flexible coatings, fixing the coatings with the aid of guy ropes. Vibration of the mast and the guy ropes is supposed to move the coating sufficiently for ice removal. Also, a large number of small, conical plastic shelters that move in the wind have been tested with some success in small-scale tests. Results from full-scale tests of these methods have not been reported. A mechanical deicer based on metal plates and wires moving by means of electromagnetic induction, activated by discharge from a condenser through a solenoid situated near the surface of the plates, has also been used in protecting meteorological instruments (Alexeiev 1974).

Jaakkola et al. (1983) successfully used a vibrator for deicing the guy wires of tall masts. A frequency of 20-30 Hz loosens thick ice from the wires after 2-3 minutes. Vibration of the object does not, however, prevent icing, as shown by anemometers that often are covered by ice. Klinov's (1970) test instruments vibrating at a frequency of 50 Hz collected the same amount of ice as the stationary ones.
Thermal methods

Heating is not an economical deicing method, especially compared to mechanical measures. Melting of ice at 0°C requires the energy \( W_t \);

\[
W_t = L_f \rho V \tag{34}
\]

where \( \rho \) is the ice density and \( V \) is the volume of the melted ice. If the removal of ice with a density of 0.9 g cm\(^{-3}\) from a vertical surface requires that a 1-mm-thick ice layer be melted (Ackley et al. 1973), then the heat \( W_t \) needed for deicing a 1-cm\(^2\) surface would be \( W_t = 30 \) J (from eq 34). Mechanical removal of the same amount of ice would require energy \( W_m \);

\[
W_m = F A \delta \tag{35}
\]

where \( F \) = adhesive strength

\( A \) = surface area

\( \delta \) = distance moved before the ice is displaced.

If \( \delta \) is less than 1 cm and taking a typical value 4.7 kg cm\(^{-2}\) \((0.48 \) N cm\(^{-2}\)) for \( F \) (Table 8), \( W_m < 0.5 \) J for a 1-cm\(^2\) surface. Hence, the ratio \( W_t/W_m > 60 \), which demonstrates the inefficiency of heating compared to mechanical ice removal.

Hot water is rather effective in short-term ice prevention and is sometimes used as a deicing method on ships (in 4% of the cases when combating icing (Panov 1978)). A disadvantage of this method, in addition to high heat consumption, is that water for protecting the upper parts of the structures falls and flows along the surfaces and may increase icing at lower levels. Unheated seawater may also be used in anti-icing by producing a water film on structure surfaces. However, this method is not effective if icing is severe (at low air temperatures, for example) and may lead to increased icing if improperly controlled. Thermal and mechanical methods are combined in the so-called seawater lance, which consists of a high-pressure jet of seawater capable of removing ice by melting and dynamic pressure.

Surface materials and coatings

Surface material does not have much influence on the intensity of ice accretion, so coatings, for example, are not an effective anti-icing method. This has been demonstrated in experiments where ice accretion on surfaces of different materials has been compared (e.g., Rink 1938, Kreutz 1941, Popolansky and Kruzik 1976). Only in the very initial stage of icing has some anti-
icing effect been observed on coatings such as organosilicone epoxy (Paniushkin et al. 1974e). This effect is probably due to high hydrophobicity of the surface, which allows the impinging droplets to run off rapidly before they turn to ice at air temperatures close to 0°C. Theoretically the heat conductivity of the surface material affects the icing intensity in the wet-growth regime, but this effect is small and is also restricted to the initial stage of the icing process. Black paint can be used to promote the absorption of solar radiation, but this is of little use in arctic areas in winter. The effect of black paint is weak during the icing process since the sun is obscured by fog or clouds; it is also weak when a thick ice layer has already developed.

The use of low-adhesion surface coatings is a deicing measure, but it is not very effective if used alone. This is because none of the presently available surface materials has an adhesive strength low enough to promote a spontaneous release of ice, that is, a release due to the weight of the ice alone. However, combined with mechanical and thermal methods, coatings and paints can be very effective in making deicing easier. For example, the time needed for deicing a surface by heating is reduced considerably when the surface is coated with a suitable material (Hanamoto et al. 1980). Also, the ease of manual and automatic mechanical ice removal is very sensitive to the strength of adhesion of the ice to the material (eq 35). Polymer coatings have proved to be especially useful in routine service when deicing meteorological instruments (Gerger 1974, Strangeways and Curran 1977) and navigation lock walls (Frankenstein et al. 1976).

There are several theories explaining the adhesion phenomenon, among them electrostatic, diffusion, mechanical, chemical and mechanical-deformation theories (for references, see Phan et al. 1978). None seems to give a completely satisfactory description of the nature of ice adhesion, although some progress in the theoretical approach has been made recently (Oksanen 1982). Therefore, investigations of the adhesion of ice to different substances have been mostly empirical using laboratory instrumentation (e.g., Paniushkin et al. 1974c, Phan et al. 1978, Jellinek and Chodak 1983). The lack of a satisfactory theory of ice adhesion has resulted in considerably different views in the literature on the usefulness of deicing coatings. Generally the Soviet views (e.g., Borisenkov and Panov 1974, Paniushkin et al. 1974a,b) are more optimistic than those found in the western literature (e.g., Porte and Napier 1963, Lock 1972, Minsk 1977). These views are some-
what contradictory, probably because the experimental results are confusing as well. There are considerable difficulties in making reliable and comparable adhesive strength measurements; repeatable results are difficult to obtain, even in laboratory conditions (Phan et al. 1978). Moreover, the environmental conditions during and after ice accretion, as well as at the time of contact, affect the results.

When developing synthetic coatings having low adhesion to ice, researchers have looked for relationships between adhesive strength and other properties that are easy to measure. Quantitative indicators of adhesive strength have not been found, but it has been observed qualitatively that low adhesion to ice is generally connected with low permeability and absorption capacity and high hydrophobicity. Substances that meet these requirements, such as synthetic polymer surfaces, have proved to be effective in reducing ice adhesion. An example of the effect of a Soviet product, organosilicone epoxy "G," can be seen in Table 7. Tables 4 and 7 show that polymer coatings have a decisive effect on the adhesive strength. The adhesive strength with polymer coatings is more than an order of magnitude less than on uncoated surfaces. In full-scale tests on a ship the best coatings were Teflon-4, organosilicone epoxy "G," and a vinyl polymer sheet with perfluorinated film (Paniushkin et al. 1974b,c). Laboratory tests with ice accreted in a wind tunnel (Phan et al. 1978) showed that the durability and effectiveness of silicone rubber made it the most promising surface coating for wires such as electrical conductors and guy wires of masts (Table 4). Reports of the effect of a poly-bisphenol-A-polycarbonate block copolymer have also been encouraging (Jellinek et al. 1978, Jellinek and Chodak 1983).

Tables 4 and 7 should be interpreted with care, since there are many sources of scatter in the data. As mentioned, differences in ambient condi-

<table>
<thead>
<tr>
<th>Type of coating</th>
<th>Adhesion of ice (kg cm⁻²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type &quot;G&quot; coating</td>
<td>0.1</td>
</tr>
<tr>
<td>Perfluorinated</td>
<td>0.1</td>
</tr>
<tr>
<td>Standard coating (oil-base)</td>
<td>4.67</td>
</tr>
<tr>
<td>Standard with perfluorinated surface</td>
<td>0.84</td>
</tr>
<tr>
<td>Standard with organosilicon surface</td>
<td>0.98</td>
</tr>
</tbody>
</table>
tions and technical difficulties in making the experiments may weaken the results. Also, Paniushkin et al. (1974d) showed that adhesive strength of ice depends markedly on the roughness of the icing surface (Fig. 51). Impurities in the water from which the ice is formed are not meaningless either; for example, salt in the water leads to weaker bonding (Paniushkin et al. 1974d, Oksanen 1982). Moreover, bulk-formed ice may be different from ice formed by droplet accretion. This is of great interest in studying problems caused by atmospheric ice accretion, and more adhesion measurements with real glaze and rime deposits should therefore be made. The importance of this aspect is demonstrated by the fact that Stallabrass (1963) and Phan et al. (1978) (Table 4) found Teflon to be quite ineffective in reducing adhesion of ice produced by droplet accretion, while the adhesive strength of bulk-formed ice on Teflon has been shown to be very low in many other studies (Aksiutin 1979). These differences are probably due to the fact that the impinging droplets in droplet accretion are more effective at penetrating the relatively porous surface of Teflon and creating a strong mechanical bond. It therefore seems that the sizes of the surface roughness elements and the impinging droplets may have an important effect on the adhesive strength of ice formed by droplet accretion. Indications that the impact speed of the droplets have this kind of effect have already been found experimentally (Table 4).

Flexible surface-coating materials whose deicing effect is not based on low adhesive strength but on the ease of ice removal on impact have also been tested on ships (e.g., Tabata 1968, Stallabrass 1970, Sewell 1971). The sur-
faces tested were plastic foam mats, either alone or covered with a sheet of neoprene rubber. This type of coating is not very successful, although it makes the ice somewhat easier to remove manually. However, ice has spontaneously detached from a rubber mat on the outer side of a ship's bulwark. High costs, relatively poor durability and problems in attaching the rubber mats firmly are the main reasons for the limited use of the flexible coatings.

SUMMARY AND CONCLUSIONS

Atmospheric icing alone rarely causes severe ship icing, but when it occurs simultaneously with spray icing it may form a risk to ship stability. It can accumulate on upper parts of the ship that are not reached by spray droplets. On stationary structures spray icing is usually limited to the bottom 10 m, so atmospheric icing is the major risk to high structures at sea.

Estimating the intensity and probability of atmospheric icing on sea structures is difficult because a large number of environmental factors are involved and representative data are lacking. The approach to the problem in this paper was by theoretical considerations, by statistical relationships between icing and meteorological conditions, and by data from continental locations. These results should be interpreted with care because of uncertainties in the theory and in the representativeness of the data.

The theoretical treatment of icing intensity was based on the droplet trajectory calculations in the case of rime and on the heat balance of the icing surface in the case of glaze. It qualitatively explains the basic features of the icing phenomenon and allows estimates of the icing rate, which agree reasonably well with laboratory experiments. In nature, however, determining the relevant atmospheric parameters is difficult, hampering the applicability of the theoretical methods. Therefore, progress in estimating the severity of atmospheric ice accretion at sea is closely related to progress in determining and forecasting the properties of the atmospheric boundary layer over the sea. Estimating the maximum intensities of glaze and rime formation is easier since maximum intensities are less sensitive to the liquid water content and droplet size, which are the most uncertain parameters involved with icing intensity calculations. The maximum intensities of icing due to supercooled fog and precipitation over the sea are about 3 g cm\(^{-2}\) h\(^{-1}\). A satisfactory theory for the rate of wet snow accumulation still
needs to be developed. It seems, however, that wet snow does not form heavy loads on structures other than wires, which may be encapsulated by snow, and large horizontal surfaces. The rate of formation of hoarfrost is negligible compared to the typical growth rate of glaze and rime.

The meteorological conditions under which icing occurs are rather well known in continental conditions, but not over the sea. The most common mechanism of atmospheric icing at sea is the formation of evaporation fog. Advection fogs and freezing precipitation occur only very close to the coasts. Evaporation fog is also very unlikely more than 50 km from the nearest coast or sea-ice boundary, and atmospheric icing should not cause any serious problems. Icing events are usually associated with winds blowing from the coast or sea-ice boundary.

Air temperature, wind speed, liquid water content and droplet size all affect the properties of the accreting ice. High values of these parameters favor the growth of compact ice with high adhesive strength, particularly glaze instead of rime.

Geographical distribution of atmospheric icing probabilities is uncertain because data are lacking. Data from coastal regions and islands are not representative. Therefore, information in this respect is mainly limited to the frequencies of freezing air temperatures, which may be used as a first approximation. The new self-deicing automatic icing detectors provide means of quite reliably measuring icing intensity, except possibly during very severe icing.

Anti-icing and deicing involve many serious problems that restrict their general use; thermal heating is not economical on large surfaces, and chemical methods and many of the anti-adhesive coatings are impractical because of weathering. Preventing evaporation fog from forming by covering the sea surface around the structures, and dissipating fog by liquid propane seeding are examples of possibilities that require more testing. Pneumatic deicers combined with automatic icing detection may be a solution for protecting unmanned ocean installations. Flexible coatings and coatings with low adhesive strength are effective in making the mechanical removal of ice easier, but they don't produce spontaneous breakup of ice from stationary structures. More effective mechanical devices for ice removal and coatings with lower adhesion and higher durability will probably be available in the near future, but a complete solution to ice prevention is not within sight. Only dramatic progress in solving the energy requirement problems involved
with thermal anti-icing and deicing methods would substantially improve our chances in combating icing on sea structures economically.
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