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Abstract 

Army regulations require that installations assess the impacts of training 
range noise on wildlife and the human community. This work provides a 
summary of the work performed in fiscal year (FY) 2016 for the Environ-
ment, Safety and Occupational Health Short-Term Noise Assessment Pro-
cedure Demonstration/Validation project. This report describes the 
procedure used to generate the noise models’ output dataset, and then it 
compares that dataset to the benchmark, the Engineer Research and De-
velopment Center’s Long-Range Sound Propagation dataset. It was found 
that the models consistently underpredict the measured values. Multiple 
topics were explored towards identifying possible sources of error. The 
peak-level calculation algorithm is found to perform adequately, but an al-
ternative method is recommended for future use. Significant meteorologi-
cal variability is found across the landscape, leading to challenges in 
estimating the correct propagation class for a particular scenario. A deeper 
investigation of the propagation class selection algorithm is continuing in 
FY17. Updates to the noise assessment tools are identified. Throughout 
this document, procedures used for calculations and analysis are included.  

DISCLAIMER: The contents of this report are not to be used for advertising, publication, or promotional purposes. Ci-
tation of trade names does not constitute an official endorsement or approval of the use of such commercial products. 
All product names and trademarks cited are the property of their respective owners. The findings of this report are not to 
be construed as an official Department of the Army position unless so designated by other authorized documents. 

DESTROY THIS REPORT WHEN NO LONGER NEEDED. DO NOT RETURN IT TO THE ORIGINATOR. 
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1 Introduction 

1.1 Background 

The U.S. Army is required to assess the impacts of training range noise on 
wildlife and the human community (AR 200-1, Chapter 14). The ESOH 
(Environment, Safety and Occupational Health) Impacts of Short-Term 
Noise Assessment Procedures project was initiated by the Environmental 
Technology Office, Office of the Assistant Secretary of the Army for Instal-
lations, Energy and Environment (ASA(IE&E)) to validate the short-term 
noise assessment procedures that are currently used by the U.S. Army. The 
Army currently uses an annual average noise-level metric to assess the im-
pact of military training and testing activities on surrounding communities 
(AR 200-1, Chapter 14). This approach was derived from approaches com-
monly used in nonmilitary applications such as the transportation sector 
and represents methods approved by the National Research Council Com-
mittee of Hearing, Bioacoustics, and Biomechanics. However, due to the 
unique characteristics of weapons-system blast noise, average noise as-
sessment criteria can significantly under- or over-estimate the impact of 
military activities on surrounding communities and those estimation er-
rors can impact siting and operation of ranges. This estimation problem 
arises because weapons noise is very short in duration (impulsive), some-
what infrequent, and very loud. For unusual events or increased training 
tempo, improved short-term noise assessments will provide Army installa-
tions with a means to better communicate the impact of the temporary 
noise environment to the community. Additionally, normal operations will 
also benefit from more robust short-term noise assessments, as these val-
ues are commonly used as a supplemental metric. Accurate noise assess-
ments that take expected meteorological conditions into consideration are 
valuable for protecting the training mission. 

1.2 Objective 

The purpose of this work is to demonstrate and validate technologies for 
making improved short-term noise assessments of Army blast noise. This 
work includes validating the underlying computational algorithms, data-
bases, and procedures of existing noise software, as well as providing re-
quired training materials to support technology transition.  
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1.3 Approach 

This project will test and validate the software and underlying algorithms 
that the Army uses to predict short-term noise levels due to training and 
testing activities. The outputs of currently used software tools—BNoise2 
(Blast Noise Version 2; Swearingen 2017), SARNAM (Small Arms Range 
Noise Assessment Model; Pater 2007), and RMTK (Range Managers 
Toolkit) Noise Tool (Swearingen 2006)—will be compared to multiple op-
erational datasets, to include a highly controlled benchmark dataset and 
noise measurements collected during normal training operations at sev-
eral Army installations. Any deficiencies will be corrected. Upon comple-
tion of the validation, a set of online, self-guided training materials will be 
developed to educate the Army’s training community about the appropri-
ate use and interpretation of noise models and their outputs. 

1.4 Scope 

This technical report provides a summary of the work performed in fiscal 
year (FY)16 for this project. This report covers the following tasks from the 
scope of work: 

1. Description of the procedure used to generate the model output dataset 
(Chapter 2). 

2. Statistical analysis of a comparison between the benchmark dataset 
(ERDC [Engineer Research and Development Center] Long-Range 
Sound Propagation Dataset, described in Pater et al. 2017) and the 
model outputs for corresponding meteorological conditions (Chapter 
3). 

3. Discussion of the peak-level calculation algorithm and comparison of 
its results to other methodologies (Chapter 4). 

4. Analysis of the meteorological conditions and mapping those condi-
tions to selected propagation conditions within the noise models 
(Chapter 5). 

5. Overview of the progress toward updating the noise assessment models 
(Chapter 6). 

6. Overview of Army participation in Navy webinar training (Chapter 7), 
used to partially fulfill training aspect of project. 
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2 Model Data Generation Procedure 

The primary goal of the Short-Term Noise Assessment Procedures 
Demonstration/Validation project is to validate that the suite of noise as-
sessment models for military range noise (BNoise2, SARNAM, and RMTK 
Noise Tool) provide output that matches measurements to within accepta-
ble error limitations. Due to the inherent variability in sound propagation 
through the atmosphere, resulting from atmospheric turbulence and the 
uncertainty of conditions along the sound path (Valente 2012), the meas-
ured values at noise monitors are not expected to exactly match the model 
outputs. 

In FY16, the model output was compared to the benchmark—the ERDC 
Long-Range Sound Propagation dataset. This curated dataset includes 
acoustic signals (waveforms, 1/3-octave band spectra, peak levels, and un-
weighted and C-weighted sound exposure levels) collected at distances of 
up to 16 km and in three different directions from a central, controlled 
source (1.25 lb Composition C-4 explosive). Time-synchronized meteoro-
logical data from a 15-meter high instrumented tower is processed into 
propagation conditions that correspond to the noise assessment tool sin-
gle-event propagation classes for each acoustic measurement. Every 
acoustic signal in the dataset has been verified as being a blast signature. 
Some recordings that could not be identified as blast were not included in 
these analyses (Valente et al. 2012b). 

Noise assessment model output was produced that corresponds to the 
propagation conditions and distances in the controlled experimental da-
taset (Pater 2017). For each of the propagation tables, a BNoise2 case file 
was generated using an explosion of 1.25 lb Composition C-4 as the sound 
source. The receiver grid was defined as 125 m wide and 16,000 m long, 
with a grid cell spacing of 125 m. This grid configuration allowed easy ex-
traction of the levels generated at horizontal ranges corresponding to the 
measurements (125 m, 1 km, 2 km, 4 km, 8 km, 12 km, and 16 km). A set of 
case files was generated using these basic parameters and designating the 
use of each of the propagation tables at nine different directions (direction 
of propagation from source to receiver – direction of wind flow, 0 to 180 
degrees) to capture the maximum number of conditions measured for 
comparisons; this allows examination of the effects of the vector compo-
nent of wind flow in the direction of acoustic propagation. These sets of 
files were generated for the desert ground condition and the temperate 
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ground condition, which effectively are equivalent to packed sand and 
grass. A simple script was written that batch-runs BNoise2 by using the se-
ries of case files to automate the simulations and then placing the required 
information into a spreadsheet for later use. A sample of the generated 
spreadsheet information appears in Table 1.  

Table 1. Example output from BNoise2 simulations. (Only one example ground type, 
stability class, wind speed, and azimuth combination is shown here.) 

Ground 
Type 

Stability 
Class 

Wind 
Speed 
(m/s) 

Azimuth 
(°) 

Distance 
(m) 

PK15 
(dB) 

PK50 
(dB) 

CSEL50 
(dB) 

ZSEL50 
(dB) 

Desert B 0 0 125 148.5 145.5 118.4 120.4 

Desert B 0 0 500 128 123.5 102.9 105.7 

Desert B 0 0 1000 119.5 114 95.5 98.9 

Desert B 0 0 2000 111 104.5 87.7 91.8 

Desert B 0 0 4000 101 93 78.2 83.3 

Desert B 0 0 8000 90 80 68.5 75.1 

Desert B 0 0 12000 86 73.5 66.6 73.4 

Desert B 0 0 16000 83.5 70 66.3 73.2 

 

The set of propagation tables for grass and desert surfaces include 15 dif-
ferent conditions, corresponding to the combinations of Pasquill stability 
class and wind speed. The six Pasquill stability classes, described in Table 
2, categorize the buoyant stability of the atmosphere in terms of routine 
meteorological measurements (Pasquill 1974). For wind speeds greater 
than zero, there are separate propagation tables for upwind and downwind 
conditions.  

Table 2. Relationship between Pasquill classes and atmospheric stability. 

Atmospheric Stability Pasquill Class 

Highly Unstable or Convective A 

Moderately Unstable B 

Slightly Unstable C 

Neutral D 

Moderately Stable E 

Extremely Stable F 
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Here, upwind is defined as propagation against the flow and in the wind 
direction, and downwind is defined as parallel to the flow and opposite to 
the wind direction. To model propagation for azimuths that are not exactly 
upwind or downwind and to take the inherent variability of wind direc-
tions into account, results are combined by using a weighted sum of condi-
tions, as defined below: 

 𝑤𝑤𝐷𝐷 = 0.3 cos𝜑𝜑 + 0.5 (1) 

 𝑤𝑤𝑈𝑈 = 1 − 𝑤𝑤𝐷𝐷 (2) 

 𝑆𝑆(𝜑𝜑) = 10 log10�𝑤𝑤𝐷𝐷10𝐷𝐷 10⁄ + 𝑤𝑤𝑈𝑈10𝑈𝑈 10⁄ � (3) 

where:  

𝑤𝑤𝐷𝐷 and 𝑤𝑤𝑈𝑈 are the weightings for downwind and upwind, 
respectively; 

𝐷𝐷 and 𝑈𝑈 are the CCSELs associated with the downwind and upwind 
directions, respectively; and  

𝜑𝜑 is the angle between the propagation direction and the downwind 
direction.  
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3 Statistical Analysis Comparing Model 
Output to Experimental Data 

A detailed statistical analysis was performed to determine the goodness of 
fit of the model output to the experimental data. A complete description of 
this analysis follows. 

3.1 Statistical tests for normality  

Anderson-Darling and Shapiro-Wilk tests for normality (Razali and Wah 
2011) were used to assess the normality of the population distributions. 
The following are the hypotheses for both tests: 

• H0: The population is normally distributed. 
• H1: The population is not normally distributed. 

If the p-values are below a certain alpha (α) level (0.05 is the most com-
monly used α), the null hypothesis is rejected, indicating that the sample 
did not come from a normal distribution. Both tests have more power 
when the sample size is large (>100) and therefore are more likely to reject 
the null hypothesis. On the other hand, when the sample size is small 
(<12), there is too little power, and the results could be misleading. If the 
sample size is small, the test likely rejects the null hypothesis (that the dis-
tribution was normal) when in fact, the distribution was normal, but it was 
hard to determine from so few points. In our test set, ~85% of the groups 
had sample sizes larger than 12.   

The data were grouped by combinations of ground type, Pasquill class, 
wind speed, distance, and azimuth. There was a total of 394 groups with 
n>3; the mean sample size was 41. Of the groups with n>3, 65.7% of those 
groups failed to reject the null hypothesis of Shapiro-Wilks test, and 67.8% 
of the groups failed to reject the null hypothesis of Anderson-Darling test. 
This means that ~66% of the data could be normally distributed. Figure 1 
is the graphical representation of these results. The red line indicates that 
α = 0.05. All P-values that fall below the red line indicate a rejected null 
hypothesis.  
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Figure 1. Results of normality tests, with Shapiro-Wilks test results on the left 
and Anderson-Darling test results on the right. 

 

The three plots shown in Figure 2 are examples of the distribution com-
monly seen in the groups. It is obvious that these three examples are not 
from a normal distribution; most of the total of 394 groups are skewed.  

Figure 2. Distributions of peak level in decibel (Lpk) from three sample groups.  
Sample A: Pasquill Class D, Wind Speed = 2 m/s, Distance = 2 km, Azimuth = 112.5°, Desert condition. Sample 
B: Pasquill Class F, Wind Speed = 0 m/s, Distance = 2 km, Azimuth = 135°, Grass condition. Sample C: Pas-
quill Class F, Wind Speed = 0 m/s, Distance = 16 km, Azimuth = 157.5°, Grass condition.  
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3.2 Model results 

Several data preparation steps were necessary before the experiment data 
could be compared to the model data. Observations that did not have a 
meteorological measurement near to the propagation path were omitted. 
Measured conditions that did not match the model data (e.g., Stability 
Class A) were omitted as well. Wind speed values were converted to cate-
gories (0, 2, 4, 6, and 8 m/s) and azimuth values were converted to be on a 
scale from 0 to 180 degrees in increments of 22.5 degrees. Then, for each 
observation, delta (∆) values were calculated using the following formula: 

 𝛥𝛥 = 𝑂𝑂𝑖𝑖 − 𝐸𝐸𝑖𝑖 , (4) 

where: 

 Oi is the observed value 
 Ei is the expected value 

The three histograms in Figure 3 show the overall distributions of the delta 
values for the three target variables: Lpk (peak level in dB), CSEL (C-
weighted sound exposure level in decibels [dB]), and SEL (sound exposure 
level in dB). The shapes of the distributions are roughly symmetrical; how-
ever, they are not centered on zero. Table 3 shows the distribution charac-
teristics, which confirms that the Lpk, CSEL, and SEL values are being 
underestimated by the model the majority of the time. At 11.88 decibels 
(dB), the mean of Lpk deviations is almost twice the mean of CSEL and SEL 
deviations. 
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Figure 3. Overall distributions of delta values for the three target variables. 

 

Table 3. Numerical representation of the distributions shown in Figure 3. 

 Min 1st Q Median Mean 3rd Q Max SD 

Lpk (dB) -27.51 3.88 10.84 11.88 19.03 53.81 11.57 

CSEL (dB) -28.60 0.73 6.25 5.71 11.88 37.10 9.03 

SEL (dB) -32.34 1.90 6.72 6.55 12.30 37.57 8.52 

 

Chi-squared goodness of fit tests were performed on the observed and ex-
pected values with the following hypotheses: 

• H0: The model is a good fit for the data. 
• H1: The model is not a good fit for the data. 

This chi-squared test is usually used to test how well a statistical model fits 
the data. The resulting p-value was very low, and the null hypothesis was 
rejected. To find the reason the model was not a good fit, the Delta values 
will be compared for all of the variables. The goal of this analysis is to see, 
for which variables, the Delta values have the largest mean or range (i.e., 
which variables are causing the largest deviation from the model data). 
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3.2.1 PK15 

Only 15% of the experimental values should fall above the model PK15 
(peak level that will only be exceeded 15% of the time, based on meteoro-
logical variability) value. From the above analysis, it is expected that this 
will not be true for the experiment data. In fact, 62.44% of the experiment 
data were above the PK15 values. This higher-than-expected percentage is 
explained by the fact that the model is an underestimate of the data and 
the distributions are skewed, as illustrated in the Figure 3. 

3.2.2 Correlations 

In order to quantify the relationship between the delta values and the vari-
ables, Pearson correlation coefficients (Rodgers and Nicewander 1988) 
were calculated for all of the variables. A negative value implies a negative 
correlation, whereas a positive value implies a positive correlation. Table 4 
shows the correlation values for Lpk Δ, CSEL Δ, and SEL Δ, showing that 
most of the variables are not highly correlated. The highest correlation co-
efficient is for Distance and Lpk Δ. It indicates that at higher distances, 
there is a greater variation between the observed and expected values. It is 
also important to note that stability class is not significantly correlated to 
either variable of Lpk, CSEL, and SEL. 

Table 4. Correlation values for Δ Lpk, Δ CSEL, and Δ SEL. 

Variable Δ Lpk Correlation  Δ CSEL Correlation Δ SEL Correlation 

Stability Class 0.070 0.064 0.048 

Ground Type -0.263 -0.261 -0.265 

Wind Speed 0.121 0.034 0.079 

Azimuth 0.281 0.228 0.226 

Distance 0.403 -0.003 0.065 

 

3.2.2.1 Ground type 

The graphs in Figure 4 show the delta values grouped by ground type. The 
mean deviations from expected values are closer to zero for grass terrain 
than for desert. 
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Figure 4. Delta values grouped by ground type 
(grass: green, desert: red). 

 

3.2.2.2 Stability class 

The plots in Figure 5 show the distributions of delta values separated by 
ground type. Once again, grass terrain has smaller mean deviations than 
those for desert across all three variables. Stability Class E has a larger 
mean deviation and a larger range of deviations in Lpk. It is important to 
note that for grass terrain, there is significantly less variability across sta-
bility classes than for desert terrain. 

3.2.2.3 Wind speed 

As expected based on the previous examples shown, values for desert ter-
rain are higher than those for grass terrain. The range of deviations shown 
in Figure 6 seems to decrease as wind speed increases, suggesting that the 
model is more accurate at higher wind speeds.  
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Figure 5. Delta distributions by stability class and ground type 
(grass: green, desert: red). 

 

 
Figure 6. Delta distributions by wind speed. 
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Azimuth 

The only azimuth values associated with the desert terrain observations 
are 22.5° and 112.5°. Examining the raw data, it appears that there were 
prevailing winds from only two directions over the entire course of the 
study. Examining the results shown in Figure 7, there is a definite pattern 
to the delta values—ranges are smaller at Azimuth of 45°, 90°, and 135°. 
The means of the deltas increase to maximums of 112.5°. Considering that 
180° is the upwind direction, this is not unaccountable, although the drop 
at 135° is unexplained. 

Figure 7. Delta distributions by azimuth. 

 

3.2.2.4 Distance 

As shown in Figure 8, there is a definite pattern to the delta values sepa-
rated by distance. There is less deviation from the model results at smaller 
distances. At 2 km and beyond, the range of the delta distributions also de-
creases as distance increases. It appears that the variability in the meas-
ured signals saturates around 4 km and does not increase substantially 
beyond this distance.  



ERDC TR-17-6  14 

Figure 8. Delta distribution by distance. 

 

3.3 Further analysis 

Since Lpk, CSEL, and SEL are highly correlated variables, only Lpk was 
chosen for further analysis. Figure 9 shows the distribution of deviations 
across the five stability classes, grouped by distance. At 125 m, the grass 
terrain has delta values with means close to zero, and little variation across 
stability classes. The desert terrain data is consistent with the observations 
made above—that the delta values are always larger than zero, suggesting 
that the model underestimates the observed data. Similar results are found 
at 1,000 m, 2,000 m, and 4,000 m. At higher distances (8,000 m, 12,000 
m, and 16,000 m), neither of the terrains have means close to zero. While 
the delta values are almost always higher for desert terrain, both terrain 
types have a maximum delta in Stability Class E. 
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Figure 9. Delta distributions by Pasquill Stability Class and distance. 

 

The hexbin plot (Lewin-Koh 2011) below in Figure 10 is a general repre-
sentation of delta values compared to the expected Lpk values. The color of 
the hexbins represents number of observations. In general, the higher the 
Lpk value is expected to be, the better it fit the experiment data. 
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Figure 10. Hexbin plot representing delta values compared to expected Lpk values. 

 

3.4 Summary of results 

In summary, the model is underpredicting the measured values approxi-
mately 62% of the time overall, with varying percentages under divisions 
of data. In general, the underpredictions are stronger in the desert envi-
ronment than in the temperate environment. Additionally, the distribu-
tions of residuals are skewed, indicating a potential empirical offset factor 
present within the calculation engine. The mean underprediction differ-
ences were ~12 dB for Lpk values, 7.7 dB for CSEL, and 6.5 for SEL. The 
code base is being examined closely to identify where this offset is applied 
and to determine the best method of correction. In addition, the bench-
mark dataset is being re-investigated in isolation from the noise assess-
ment calculations to determine if there is, perhaps, a more robust manner 
for calculating a set of propagation conditions. 
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4 Peak-Level Calculation Algorithms 

Because single-event noise assessments often are performed using peak 
levels (𝐿𝐿pk), an evaluation of the peak level estimator was performed. Addi-
tionally, three other potential methods were evaluated to determine if 
there was a more robust or more accurate method to use. The assessment 
of peak level algorithms is below. 

4.1 Assessment of methods for estimating blast peak sound level 
from energy spectra 

In linear propagation models, such as those underlying the noise assess-
ment tools BNoise2 and SARNAM, waveforms are decomposed and propa-
gated according to their frequency components, often in the form of 
fractional octave band energy spectra. From such Fourier magnitude rep-
resentations, the overall and weighted sound exposure levels may be rea-
sonably obtained by Riemann sums of the individual bands. However, the 
peak sound pressure level, 𝐿𝐿pk, a metric of principal importance for per-
ception, cannot be found in the same way. 𝐿𝐿pk depends on the shape of the 
waveform in the time domain, which in turn depends on the phase rela-
tionship between Fourier components. 

Instead of attempting to model the phase propagation from a Fourier 
transform, a particular waveform shape is selected based on the physical 
source mechanism. Propagation is then assumed only to scale the source 
waveform, so that similarity holds at all receiver points. In this way, an im-
plicit phase relationship is imposed on the spectral result of the propaga-
tion model, which may then be used to infer the peak level. 

In this report, several methods for this type of inference are presented, in-
cluding the mean bandwidth method currently used in the ERDC-CERL 
noise assessment tools (e.g., BNoise, SARNAM). The ERDC Long-Range 
Sound Propagation Dataset is then used to test each method, by predicting 
the peak level from the measured one-third-octave band spectra and com-
paring it with the actual value. From these residuals, the various estima-
tion methods are compared. 
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4.2 Energy spectra of a similar waveform 

The relationship between a finite-band spectrum and the time-domain 
waveform can be non-intuitive, especially when the effects of bandwidth 
are considered. The interrelation between these functions is now derived. 

4.2.1 Arbitrary band shape 

The Fourier transform of the sound pressure time waveform 𝑝𝑝(𝑡𝑡) is de-
fined as 

 �̂�𝑝(𝜔𝜔) = ∫ 𝑝𝑝(𝑡𝑡) 𝑒𝑒−𝑖𝑖𝑖𝑖𝑖𝑖 𝑑𝑑𝑡𝑡∞
−∞ , (5) 

where 𝜔𝜔 is the angular frequency, which is related to the cyclic frequency 𝑓𝑓 
as 𝜔𝜔 = 2𝜋𝜋𝑓𝑓. For a given band of arbitrary shape implemented as a filter 
with transfer function 𝐻𝐻𝑖𝑖(𝜔𝜔), the band sound exposure 𝐸𝐸𝑖𝑖 is given by 

 𝐸𝐸𝑖𝑖 = ∫ |𝐻𝐻𝑖𝑖(𝜔𝜔)|2∞
−∞ |�̂�𝑝(𝜔𝜔)|2 𝑑𝑑𝜔𝜔 = 2∫ |𝐻𝐻𝑖𝑖(𝜔𝜔)|2∞

0 |�̂�𝑝(𝜔𝜔)|2 𝑑𝑑𝜔𝜔. (6) 

Assuming that the sound pressure waveform scales in amplitude with the 
peak level, 𝑝𝑝𝑘𝑘, and in time with the inverse of a positive phase duration, 
𝑡𝑡pos, such that 

 𝑝𝑝�𝑡𝑡;𝑝𝑝pk, 𝑡𝑡pos� = 𝑝𝑝pk𝑔𝑔 �
𝑖𝑖

𝑖𝑖pos
�. (7) 

From the scale property of the Fourier transform, 

 𝑝𝑝� �𝜔𝜔;𝑝𝑝pk, 𝑡𝑡pos� = 𝑝𝑝pk𝑡𝑡pos𝑔𝑔��𝜔𝜔𝑡𝑡pos�, (8) 

where 𝑔𝑔�(𝜔𝜔) is the Fourier transform of the function 𝑔𝑔(𝜏𝜏). The magnitude 
squared then is 

��̂�𝑝�𝜔𝜔;𝑝𝑝pk, 𝑡𝑡pos��
2

= 𝑝𝑝pk
2 𝑡𝑡pos

2 �𝑔𝑔��𝜔𝜔𝑡𝑡pos��
2

. (9) 

Therefore, the band sound exposure is 

 𝐸𝐸𝑖𝑖 =  2𝑝𝑝pk
2 𝑡𝑡pos ∫ |𝐻𝐻𝑖𝑖(𝜔𝜔)|2∞

0 �𝑔𝑔��𝜔𝜔𝑡𝑡pos��
2 𝑡𝑡pos 𝑑𝑑𝜔𝜔. (10) 
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The band sound exposure level (SEL) is defined by 

 𝐿𝐿𝐸𝐸,𝑖𝑖 = 10 log10 �
𝐸𝐸𝑖𝑖
𝐸𝐸ref
�, (11) 

Where 𝐸𝐸ref = 𝑝𝑝ref
2 𝑡𝑡ref = 4 × 10−10 Pa2 ⋅ s, and 𝑡𝑡ref = 1 s, so 

𝐿𝐿𝐸𝐸,𝑖𝑖 = 10 log10 2 + 10 log10 𝑝𝑝𝑘𝑘2 + 10 log10 𝑡𝑡pos 
+10 log10 �∫ |𝐻𝐻𝑖𝑖(𝜔𝜔)|2∞

0 �𝑔𝑔��𝜔𝜔𝑡𝑡pos��
2

 𝑡𝑡pos 𝑑𝑑𝜔𝜔� − 10 log10 𝐸𝐸ref.      (12) 

Finally, the peak sound pressure level is defined as 

 𝐿𝐿pk = 10 log10 �
𝑝𝑝pk

2

𝑝𝑝ref
2 �, (13) 

so that the band sound exposure level becomes 

𝐿𝐿𝐸𝐸,𝑖𝑖 = 𝐿𝐿pk + 10 log10 �
𝑡𝑡pos

𝑡𝑡ref
� + 10 log10 �� |𝐻𝐻𝑖𝑖(𝜔𝜔)|2

∞

0
�𝑔𝑔��𝜔𝜔𝑡𝑡pos��

2
 𝑡𝑡pos 𝑑𝑑𝜔𝜔� + 3. 

  (14) 

4.2.2 Ideal filter with arbitrary band 

If the band filter is idealized as perfect passband between cyclic frequen-
cies 𝑓𝑓1,𝑖𝑖 and 𝑓𝑓2,𝑖𝑖, then the sound exposure level becomes 

 𝐿𝐿𝐸𝐸,𝑖𝑖 = 𝐿𝐿pk + 10 log10 �
𝑖𝑖pos

𝑖𝑖ref
� + 10 log10 �∫ �𝑔𝑔��𝜔𝜔𝑡𝑡pos��

2
 𝑡𝑡pos 𝑑𝑑𝜔𝜔2𝜋𝜋𝑓𝑓2,𝑖𝑖

2𝜋𝜋𝑓𝑓1,𝑖𝑖
� + 3,  

  (15) 

which with the substitution 𝑢𝑢 = 𝜔𝜔𝑡𝑡pos becomes 

 𝐿𝐿𝐸𝐸,𝑖𝑖 = 𝐿𝐿pk + 10 log10 �
𝑖𝑖pos

𝑖𝑖ref
� + 10 log10 �∫ |𝑔𝑔�(𝑢𝑢)|2 𝑑𝑑𝑢𝑢2𝜋𝜋𝑓𝑓2,𝑖𝑖𝑖𝑖pos

2𝜋𝜋𝑓𝑓1,𝑖𝑖𝑖𝑖pos
� + 3. (16) 

The integral expression can often be evaluated exactly for common wave-
forms. One example is that of the Friedlander waveform, which is often 
used to model blast waves. The time-domain pressure function is 

 𝑝𝑝(𝑡𝑡) = 𝑝𝑝pk �
0, 𝑡𝑡 < 0

�1 − 𝑡𝑡/𝑡𝑡pos� 𝑒𝑒−𝑖𝑖/𝑖𝑖pos , 𝑡𝑡 ≥ 0 (17) 
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so that the similarity function 𝑔𝑔(𝜏𝜏) clearly is 

 𝑔𝑔(𝜏𝜏) = � 0, 𝜏𝜏 < 0
(1 − 𝜏𝜏) 𝑒𝑒−𝜏𝜏, 𝜏𝜏 ≥ 0 (18) 

with Fourier transform 

 𝑔𝑔�(𝜔𝜔) = 𝑖𝑖𝑖𝑖𝑖𝑖pos

�1+𝑖𝑖𝑖𝑖𝑖𝑖pos�
2. (19) 

In this case, the integral in the band SEL expression becomes 

 ∫ |𝑔𝑔�(𝑢𝑢)|2 𝑑𝑑𝑢𝑢2𝜋𝜋𝑓𝑓2,𝑖𝑖𝑖𝑖pos
2𝜋𝜋𝑓𝑓1,𝑖𝑖𝑖𝑖pos

= ∫ 𝑢𝑢2

(1+𝑢𝑢2)2 𝑑𝑑𝑢𝑢
2𝜋𝜋𝑓𝑓2,𝑖𝑖𝑖𝑖pos
2𝜋𝜋𝑓𝑓1,𝑖𝑖𝑖𝑖pos

. (20) 

For the Friedlander blast waveform, the sound exposure level in the 𝑖𝑖th 
band is given by 

𝐿𝐿𝐸𝐸,𝑖𝑖 = 𝐿𝐿pk + 10 log10 �
𝑡𝑡pos

𝑡𝑡ref
� 

+10 log10 �
− 2𝜋𝜋𝑓𝑓2,𝑖𝑖𝑖𝑖pos

1+�2𝜋𝜋𝑓𝑓2,𝑖𝑖𝑖𝑖pos�
2 + tan−1�2𝜋𝜋𝑓𝑓2,𝑖𝑖𝑡𝑡pos�

+ 2𝜋𝜋𝑓𝑓1,𝑖𝑖𝑖𝑖pos

1+�2𝜋𝜋𝑓𝑓1,𝑖𝑖𝑖𝑖pos�
2 − tan−1�2𝜋𝜋𝑓𝑓1,𝑖𝑖𝑡𝑡pos�

�.                                    (21) 

4.2.3 Effects of band edge frequency ratio 

One consequence of the choice of particular band edge frequencies in com-
posing a spectrum is the actual shape obtained. The contrast is greatest be-
tween linear and fractional-octave band spectra, where the dimensional 
slope of the spectrum against a logarithmically-scaled abscissa can change. 
Consider Figure 11 for example, where two SEL spectra for the same Fried-
lander waveform with 𝐿𝐿pk = 120 dB and 𝑡𝑡pos = 30 ms are shown. Both 
spectra span the same frequencies with the same number of bands, but 
each appears completely different. The linearly-spaced bands completely 
fail to capture the low-frequency transition, and at high frequencies, the 
dimensional slope is obviously steeper in the linear case. This result high-
lights the importance of modeling the actual filter bank implementation of 
the SEL spectra. 
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Figure 11. Demonstration of the effect of band edge frequency ratio on sound 
pressure level spectra. 

 

4.3 Methods for peak level estimation 

In this report, four methods are considered for estimating the peak pres-
sure level of a blast, based on its fractional octave band spectrum. Three of 
these methods use the previous formula for the band SEL of a Friedlander 
waveform. The fourth is the current method employed in the ERDC-CERL 
noise assessment toolbox, developed by White (2002), which will be pre-
sented first. 

4.3.1 Mean bandwidth method 

The method developed by White (2002) exploits the Schwarz inequality 
for the mean duration and bandwidth—Δ𝑡𝑡 and Δ𝑓𝑓, respectively—of a wave-
form, which requires that 

 Δ𝑡𝑡Δ𝑓𝑓 ≥ 1
4𝜋𝜋

. (22) 

Both quantities are defined as the ratio of the second central moment of 
the mean-square pressure to the zeroth central moment, with the differ-
ence being that Δ𝑡𝑡 is defined in terms of the time-domain pressure wave-
form, and Δ𝑓𝑓 is defined from its Fourier transform. 

In general, the result is that 

 𝐿𝐿pk = 𝐿𝐿𝐸𝐸 + 10 log10 �
Δ𝑓𝑓
𝑓𝑓0
�+ const., (23) 
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where 𝑓𝑓0 = 1 Hz. The empirical constant in the expression was determined 
from an extensive set of small arms muzzle blast and bow shock data, and 
is different for either case. Here, only the 3 dB empirical offset for muzzle 
blasts is considered, since they are modeled as the Friedlander waveform. 

It is worth noting that in White’s (2002) original method, the mean dura-
tion Δ𝑡𝑡 is related to the positive phase duration 𝑡𝑡pos by a waveform-de-
pendent multiplicative constant. Under the assumption that Δ𝑡𝑡Δ𝑓𝑓 = const., 
this expression becomes essentially identical to that derived for 𝐿𝐿𝐸𝐸,𝑖𝑖. 

4.3.2 Least-squares fitting method 

With the expression for 𝐿𝐿𝐸𝐸,𝑖𝑖, a least-squares fit to the measured spectrum 
can be performed in the model parameters 𝐿𝐿pk and 𝑡𝑡pos. The solution can 
be obtained immediately in the peak level, since it is a linear term, so that 
the problem reduces to a one-dimensional zero-finding problem. 

This approach is very sensitive to the shape of the spectrum that is fit, and 
the approach cannot be expected to perform well when the actual wave-
form is not as well-approximated as Friedlander. For example, Figure 12 
shows the best fit failing to capture the amplitude of the broadband peak. 
One could expect an under-prediction of 𝐿𝐿pk in this case. 
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Figure 12. Example of a least-squares fit of the Friedlander result 
to a measured one-third-octave band spectrum. 

 

4.3.3 Hybrid 𝐿𝐿𝐸𝐸-𝑡𝑡pos method 

It is also possible to ignore the value obtained by fitting 𝐿𝐿pk, and use the 
estimated overall SEL instead. This approach was motivated by the poor 
performance of the previous. The overall SEL is defined in terms of the in-
tegral of the square Fourier pressure over all frequencies, i.e., 

 𝐿𝐿𝐸𝐸 = 10 log10 �
∫ |𝑝𝑝�(𝑖𝑖)|2∞
−∞  𝑑𝑑𝑖𝑖

𝐸𝐸ref
�. (24) 

For the Friedlander waveform, this integral evaluates to 

 ∫ |�̂�𝑝(𝜔𝜔)|2∞
−∞  𝑑𝑑𝜔𝜔 = 2𝑝𝑝pk

2 𝑡𝑡pos ∫
𝑢𝑢2

(1+𝑢𝑢2)2
∞
0  𝑑𝑑𝑢𝑢 = 𝜋𝜋

2
𝑝𝑝pk
2 𝑡𝑡pos, (25) 

and so the overall sound exposure level is 

 𝐿𝐿𝐸𝐸 = 10 log10 �
𝜋𝜋
2𝑝𝑝𝑘𝑘

2𝑖𝑖pos

𝐸𝐸ref
� = 𝐿𝐿pk + 10 log10 �

𝑖𝑖pos

𝑖𝑖ref
� + 2, (26) 

which is equivalent to the equation for 𝐿𝐿𝐸𝐸,𝑖𝑖 for 𝑓𝑓1,𝑖𝑖 = 0 in the limit as the 
band becomes infinitely wide. This equation solved for the peak pressure 
level is 

 𝐿𝐿pk = 𝐿𝐿𝐸𝐸 − 10 log10 �
𝑖𝑖pos

𝑖𝑖ref
� − 2, (27) 
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and therefore the peak level may be found from the unweighted sound ex-
posure level and the positive phase duration estimate. 

4.3.4 Peak frequency method 

With the previous formula, it is also possible to estimate the positive phase 
duration from the peak band in the one-third-octave band spectrum, ac-
cording to 

 𝑡𝑡pos ≈
1

2𝜋𝜋𝑓𝑓max
, (28) 

 so that 𝐿𝐿pk  = 𝐿𝐿𝐸𝐸 + 10 log10(𝑓𝑓max𝑡𝑡ref) − 10. (29) 

4.4 ERDC Long-Range Sound Propagation Dataset analysis 

The ERDC Long-Range Sound Propagation Dataset of acoustic blast wave-
forms was used to compare the four methods for peak level estimation. 
Each blast measurement was used in the analysis, with the exception of 
those recorded by the blast pencils, which were very near to the source and 
showed different scaling than the scaling observed by the microphone ar-
ray at range. A total of 13,133 blast measurements were analyzed. For each, 
the measured 𝐿𝐿pk, 𝐿𝐿𝐸𝐸, and one-third-octave band spectra were available. 
The latter two metrics were used to estimate the former with all four meth-
ods, and then compared with the observed value as residuals according to 

 ΔLpk = 𝐿𝐿pk,obs − 𝐿𝐿pk,est. (30) 

4.4.1 Comparison of estimation methods 

Figure 13 shows histograms of the residuals for each of the peak level esti-
mation methods. In terms of average performance, it is evident that the 
𝐿𝐿𝐸𝐸-𝑡𝑡pos estimator is best, with a 1–2 dB average underprediction. The di-
rect least-squares fitting method underpredicts the peak level in almost all 
cases, with up to a 20 dB deficit observed, while the mean bandwidth and 
𝐿𝐿𝐸𝐸-𝑓𝑓max estimators overpredict by the same amount, on average. 
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Figure 13. Histograms of the residuals for each peak level estimator. 

 

The distributions of each estimator are also noteworthy. It is clear that the 
hybrid 𝐿𝐿𝐸𝐸-𝑡𝑡pos and 𝐿𝐿𝐸𝐸-𝑓𝑓max estimators yield low-skewness nearly-normal 
distributions, especially the former estimator. The direct fitting method 
gives a broad, heavy-tailed distribution. Most importantly, while the mean 
bandwidth estimator has similar average performance to the 𝐿𝐿𝐸𝐸-𝑓𝑓max esti-
mator, its residual distribution has a heavy tail toward overprediction, 
which is an undesirable property. 

However, these distributions improve if limited to comparisons with blast 
measurements with peak levels over 100 dB, as seen in Figure 14. The di-
rect fitting estimator is still broadly distributed compared with the other 
estimators, but the heavy tail in the mean-bandwidth estimator is no 
longer present. A similar, although not as effective, result is obtained when 
the dataset is restricted to measurements within 12 km of the source, as 
shown in Figure 15. 

An important caveat to the improved performance of the 𝐿𝐿𝐸𝐸-𝑡𝑡pos estimator 
is the sensitivity to the starting point of the curve fit for 𝑡𝑡pos. If a poor start-
ing point is chosen, the least-squares fit is not guaranteed to converge, es-
pecially when the spectrum has features not associated with the 
Friedlander waveform. The best starting point seems to be near the esti-
mate of 𝑡𝑡pos given by 𝑓𝑓max. In fact, this realization was how the peak fre-
quency method was developed. A more robust fitting method must be 
developed if the 𝐿𝐿𝐸𝐸-𝑡𝑡pos estimator is to be implemented in the noise assess-
ment tools. 
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Figure 14. Histograms of the residuals for each peak level estimator for events with 
peak level over 100 dB. 

 

Figure 15. Histograms of the residuals for each peak level estimator for events within 
12 km of the source. 

 

4.4.2 Analysis of the mean bandwidth method 

Since it is the method currently implemented in the noise assessment 
toolbox, the mean bandwidth estimator was analyzed further. First, con-
sider the effect of restricting the set of blast events by peak pressure level, 
shown in Figure 16. As the peak threshold is increased, the heavy over-pre-
dictive tail of the estimator residuals is removed, improving the result. 
This can be explained by the fact that the structure in the Friedlander 
waveform is physically more representative of a waveform with great 
enough overpressure to sustain a weak shock front. For weaker peak lev-
els, the Friedlander blast waveform is less appropriate. 
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Figure 16. Histograms of the residuals for the mean bandwidth estimator, restricted 
by peak level threshold. 

 

The effect of restricting the range of observed blasts is different, as seen in 
Figure 17. Note that as the range limit moves nearer to the source, the en-
tire distribution is scaled and the heavy tail is largely retained. This sug-
gests that the over-prediction is principally an effect of overpressure 
magnitude, not propagation. 

Figure 17. Histograms of the residuals for the mean bandwidth estimator, restricted 
by propagation range. 

 

Finally, consider the scatterplot in Figure 18, made in the same way as 
similar plots by White (2002). The mean bandwidth method ideally would 
show all the points collapsing along the dashed line. Clearly, this is not the 
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case, but the 𝐿𝐿pk colormap demonstrates what has already been observed 
in the histograms: the estimator improves with increasing peak level. 

Figure 18. Scatterplot of the overall SEL difference from 
the peak level against mean bandwidth. 

 

4.5 Conclusions 

The hybrid 𝐿𝐿𝐸𝐸-𝑡𝑡pos estimator developed in this report for the peak sound 
pressure level from the one-third-octave band spectrum has outperformed 
the current mean bandwidth estimator. On average, the 𝐿𝐿𝐸𝐸-𝑓𝑓max estimator 
performs at least as well as the mean bandwidth. The residuals for both of 
these estimators exhibit less deviation and skewness than the mean band-
width estimator. The residual distribution of the mean bandwidth estima-
tor improves when only blasts with peak levels greater than 100 dB are 
considered, although a small mean offset is still apparent. 

4.6 Recommendations 

Two potential courses of action are recommended for improving the peak 
level estimation method within the noise assessment tools: 

1. A more robust fitting method for the hybrid 𝐿𝐿𝐸𝐸-𝑡𝑡pos estimator can be 
developed to permit its implementation. Considerations would be nec-
essary for handling arbitrarily shaped spectra and rejecting the Fried-
lander waveform hypothesis; then, both the mean performance and 
estimator distribution would be improved. 
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2. An empirical offset can be introduced to the 𝐿𝐿𝐸𝐸-𝑓𝑓max estimator to bring 
its mean residual to zero. There could be unforeseen issues in estimat-
ing 𝑓𝑓max for arbitrarily shaped spectra. However, the estimator distribu-
tion would be improved, and no curve fitting would be necessary. 
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5 Meteorological Conditions and 
Propagation Classification 

The results of short-term noise assessment calculations are directly de-
pendent upon the acoustic propagation class selected. These propagation 
classes are based upon averaged meteorological conditions. The set of 
propagation classes is designed to encompass those meteorological condi-
tions that are most likely to occur regularly across the continental United 
States (CONUS).  

Two major items were investigated in this portion of the project. First, an 
analysis was performed of the variability of meteorological conditions and 
their associated mapping to generalized acoustic propagation classes. The 
goal was to determine how variable the meteorological measurements 
were across the landscape during the ERDC Long-Range Sound Propaga-
tion experiment (Valente et al. 2012b). This variability is an indicator of 
how much error could be introduced due to the assumption that the prop-
agation condition is the same for the entire area. If the result was that the 
variability was minimal, an added benefit would be the inclusion of addi-
tional acoustic data in the statistical analysis. A subset of data was dis-
carded from the statistical analysis described in Section 3 due to 
equipment failures on meteorological towers. The second task investigated 
the accuracy of the “quick” selection tool currently utilized by the RMTK 
Noise Tool for choosing the correct propagation class for a noise assess-
ment. This selection tool is based on the statistically most-likely-to-occur 
condition from a climatological perspective, based on time of day, season, 
ground type (grass or desert), wind speed, wind direction, and cloud cover. 
Both of these tasks and their results are described in this section. 

5.1 Variability of propagation conditions across the landscape 

The ERDC Long-Range Sound Propagation experiment utilized 15-meter 
high instrumented meteorological towers to sample the atmospheric 
boundary layer conditions during the tests. One tower was placed approxi-
mately midway along each of the three acoustic propagation directions 
sampled. The propagation classes derived from the meteorological condi-
tions at the time of each detonation are synchronized with the acoustic 
data by propagation direction. This synchronization means that if sensors 
failed on one tower and not enough information was available to deter-
mine the propagation classification, data along that propagation line is 
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discarded from the analysis set for all of those occurrences that do not 
have a correlating propagation condition. A study of the meteorological 
data was performed to determine how much variability was present across 
the measurement landscape, an area within a 16 km radius surrounding a 
central point.  

Four data-collection periods are considered: desert summer (NM07), de-
sert winter (NM08), temperate summer (MO08) and temperate winter 
(MO09). Four towers were set up during these periods—other than NM07, 
where only three towers were available. The towers were located as fol-
lows: one to each of the three propagation lines and one near the center of 
the array for all except NM07. Data from each tower was processed into a 
Pasquill stability class and wind speed; these classifications were then 
compared across the towers for each time stamp. Classifications were de-
rived from temperature data at 1 m and 10 m heights and from wind speed 
at 10 m height, using the Solar Radiation Delta-T (SRD-T) method (Coul-
ter 1993). Tower C during NM07 did not have a working temperature sen-
sor at 10 m height, so the 6 m sensor was used instead. Values of incoming 
solar radiation were used at each tower as well. The schematic for selecting 
a Pasquill stability class (Pasquill 1974) is shown in Table 5. 

Table 5. Definitions of the SRD-T method for estimating Pasquill-Gifford (P-G)  
stability categories, A–D for daytime and D–F for nighttime. 

Daytime 

Wind Speed 
(m/sec) 

Solar Radiation (W/m2) 

≥ 925 925–675 675–175 < 175 

< 2 A A B D 

2–3 A B C D 

3–5 B B C D 

5–6  C C D D 

> 6 C D D D 

Nighttime 

Wind Speed 
(m/s) 

Vertical Temperature Gradient 

< 0 > 0 

< 2.0 E F 

2.0–2.5 D E 

≥ 2.5 D D 
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The comparison results for each time period (compared by timestamp) are 
shown in Figure 19–Figure 22. The worst case was NM07, where the three 
towers matched only 36% of the time. The other three measurement peri-
ods had all four towers match stability class approximately 50% of the 
time (53% for NM08, 52% for Moo8, and 50% for MO09). 

Figure 19. Relative frequency of occurrence of stability class, NM07. 

 

Figure 20. Relative frequency of occurrence of stability class, NM08. 
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Figure 21. Relative frequency of occurrence of stability class, MO08. 

 

Figure 22. Relative frequency of occurrence of stability class, MO09. 

 

Since, at best, the stability class across all towers for the same timestamp 
matches only 53% of the time, it cannot said with confidence that a point 
measurement will yield the correct stability class across a region. However, 
in reality, a user will often have access to only one meteorological station. 
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Investigations into whether a nearby weather station yields comparable re-
sults are ongoing. Other options for determining the propagation class are 
also being investigated and will be described in a future report.  

5.2 Propagation class selection tool 

The RMTK Noise Tool currently uses a quick selection tool as a method for 
determine the appropriate propagation tables to use for a calculation. This 
selection tool asks the user to input simple, easily obtained information. 
RMTK selects appropriate propagation tables for that case. The parame-
ters are time of day, season, cloud cover, wind speed, wind direction, and 
ground type. These mappings are based on the propagation class most 
likely to occur in a climatological statistical manner for the entire conti-
nental United States. The mappings were based on data from seven geo-
graphically-dispersed locations. There was little variation in the most 
common condition across these locations, so a common set was defined for 
grass (temperate) and desert locations.  

Estimator tables depend upon both a season and a day or night designa-
tion. Therefore, comparisons between the mapping tables and the rec-
orded data are divided in that same manner. Since the two temperate 
location datasets were collected near the transition between seasons (late 
summer/early fall, late winter/early spring), comparisons are made to 
both seasons. In each set of comparative tables, the generalized estimator 
is displayed first, followed by a table of percentage of occurrences and a ta-
ble of number of occurrences. Both percentage of occurrence and number 
of occurrences are important, since there are conditions that only occurred 
a small number of times. Data for cloud cover was obtained from Auto-
mated Surface Observing Station (ASOS) observations at the nearest 
weather station. This provides consistency between day and night map-
pings because the meteorological towers relied on solar radiation sensors 
to estimate cloud cover and had no method at all for determining cloud 
cover during the night. 

5.2.1 NM07 (summer day, desert) 

The estimator (Table 6) accurately predicted the most likely condition in 7 
of the 10 conditions measured (Table 7). Note that there were no mostly 
cloudy or overcast days that occurred during the measurement period 
(Table 8). 
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Table 6. Estimator for summer day – desert. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear B B C D D 

Partly Cloudy B B C D D 

Mostly Cloudy D C C D D 

Overcast D D D D D 

 

 

Table 7. Percentage occurrence of Pasquill stability classes from measurements, 
summer day – desert. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear A: 0% B: 66.7% 

C: 4% D: 29.3% 
A: 16% B: 54%  
C: 17.8% D: 12.2% 

A: 14.7% B: 49.1% 
C: 30.2% D: 6.1% 

A: 6.1% B: 27.8%  
C: 33% D: 33% 

A: 0% B: 0%  
C: 0% D: 100% 

Partly Cloudy A: 22.5% B: 54.1% 
C: 8.6% D: 14.7%  

A: 22.9% B: 51.4% 
C: 14.2% D: 11.5% 

A: 16.8% B: 51.8% 
C: 23.1% D: 8.2% 

A: 7.7% B: 30.7%  
C: 20.7% D: 40.8% 

A: 0% B: 1.4%  
C: 2.9% D: 95.7% 

Mostly Cloudy N/A N/A N/A  N/A  N/A 

Overcast N/A N/A N/A N/A N/A 

 

 

Table 8. Frequency of occurrence of Pasquill stability classes from measurements, 
summer day – desert. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear A: 0 B: 50 

C: 3 D: 22 
A: 491 B: 1662   

C: 548 D: 376 
A: 228 B: 763  

C: 469 D: 95 
A: 7 B: 32  

C: 38 D: 38 
A: 0 B: 0  

C: 0 D: 15 

Partly Cloudy A: 250 B: 602  

C: 96 D: 164  
A: 2321 B: 5217  

C: 1437 D: 1166 
A: 1040 B: 3208 C: 
1433 D: 510 

A: 104 B: 413  

C: 278 D: 549 
A: 0 B: 2  

C: 4 D: 133 

Mostly Cloudy N/A N/A N/A  N/A  N/A 

Overcast N/A N/A N/A N/A N/A 
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5.2.2 NM07 (summer night, desert) 

The estimator (Table 9) accurately predicted the most likely condition in 6 
of the 14 conditions measured (Table 10). Note that not all conditions oc-
curred during the measurement period (Table 11). 

Table 9. Estimator for summer night – desert. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear F F E D D 

Partly Cloudy F F E D D 

Mostly Cloudy E D D D D 

Overcast D D D D D 

 
Table 10. Percentage occurrence of Pasquill stability classes from measurements, 

summer night – desert. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear D: 26.6%  

E: 73.2% F: 0.2% 
D: 48.8%  

E: 49.5% F: 1.6% 
D: 72.8%  

E: 26.3% F: 0.8% 
D: 97.6%  

E: 1.9% F: 0.5% 
D: 100%  

E: 0% F: 0% 

Partly Cloudy D: 50.1% 

E 39.7% F: 10.2%  
D: 55.7%  

E: 36.7% F: 7.6% 
D: 80%  

E: 14.9% F: 5.1% 
D: 91%  

E: 7.2% F: 1.7% N/A 

Mostly Cloudy N/A D: 50.3%  

E: 49.7% F: 0% 
D: 59.6%  

E: 40.4% F: 0% N/A N/A 

Overcast D: 12.5%  

E: 87.5% F: 0% 
D: 26.2%  

E: 55.7% F: 18.1% 
D: 59.2%  

E: 24.5% F: 16.3% N/A N/A 

 

Table 11. Frequency of occurrence of Pasquill stability classes from measurements, 
summer night – desert. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear D: 406  

E: 1,118 F: 3 
D: 4,668 

E: 4,733 F: 156 
D: 3,951 

E: 1,430 F: 46 
D: 401 

E: 8 F: 2 
D: 128 

E: 0 F: 0 

Partly Cloudy D: 446  

E: 353 F: 91  
D: 3,174  

E: 2,093 F: 431 
D: 4,160 

E: 777 F: 265 
D: 366 

E: 29 F: 7 N/A 
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Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Mostly Cloudy N/A D: 286 

E: 283 F: 0 
D: 99 

E: 67 F: 0 N/A N/A 

Overcast D: 1 

E: 7 F: 0 
D: 101 

E: 215 F: 70 
D: 29 

E: 12 F: 8 N/A N/A 

 

5.2.3 NM08 (winter day, desert) 

The estimator (Table 12) accurately predicted the most likely condition in 
14 of the 17 conditions measured (Table 13). Note that not all conditions 
occurred during the measurement period (Table 14). 

Table 12. Estimator for winter day – desert. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear B B C D D 

Partly Cloudy B C C D D 

Mostly Cloudy D C D D D 

Overcast D D D D D 

 

Table 13. Percentage occurrence of Pasquill stability classes from measurements, 
winter day – desert. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear A: 0% B: 38.5% 

C: 0% D: 61.5% 
A: 0% B: 51%  

C: 22% D: 27% 
A: 0% B: 4.6% 

C: 77.1% D: 18.4% 
A: 0% B: 2.6%  

C: 8.5% D: 88.9% 
A: 0% B: 0% 

C: 0% D: 100% 

Partly Cloudy A: 0% B: 27.2%  

C: 0% D: 72.7%  
A: 0.1% B: 56.3% 

C: 23.6% D: 20.1% 
A: 0% B: 3.6% 

C: 74.1% D: 22.2% 
A: 0% B: 0%  

C: 12% D: 88% N/A 

Mostly Cloudy A: 0% B: 0% 

C: 0% D: 100% 
A: 0% B: 15.8% 

C: 18.7% D: 65.5% 
A: 0% B: 3.1% 

C: 33.5% D: 63.4% 
A: 0% B: 0% 

C: 7% D: 93% N/A 

Overcast N/A A: 0% B: 21.8% 

C: 8.3% D: 69.9% 
A: 0% B: 7.1% 

C: 9.4% D: 83.5%  
A: 0% B: 0% 

C: 0.9% D: 99.1% 
A: 0% B: 0% 

C: 0% D: 100% 
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Table 14. Frequency of occurrence of Pasquill stability classes from measurements, 
winter day – desert 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear A: 0 B: 25 

C: 0 D: 40 
A: 0 B: 680   

C: 294 D: 360 
A: 0 B: 26  

C: 440 D: 105 
A: 0 B: 7  

C: 23 D: 241 
A: 0 B: 0  

C: 0 D: 33 

Partly Cloudy A: 0 B: 12  

C: 0 D: 32  
A: 1 B: 996  

C: 417 D: 356 
A: 0 B: 32  

C: 654 D: 196 
A: 0 B: 0  

C: 24 D: 176 N/A 

Mostly Cloudy A: 0 B: 0  

C: 0 D: 25 
A: 0 B: 32  

C: 38 D: 133 
A: 0 B: 5  

C: 54 D: 101 
A: 0 B: 0  

C: 4 D: 53 N/A 

Overcast N/A A: 0 B: 29  

C: 11 D: 93 
A: 0 B: 6  

C: 8 D: 71 
A: 0 B: 0  

C: 1 D: 107 
A: 0 B: 0  

C: 0 D: 6 

 

5.2.4 NM08 (winter night, desert)  

The estimator (Table 15) accurately predicted the most likely condition in 
9 of the 16 conditions measured (Table 16). Note that not all conditions oc-
curred during the measurement period (Table 17). 

Table 15. Estimator for winter night – desert. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear F F E D D 

Partly Cloudy F F E D D 

Mostly Cloudy F E D D D 

Overcast D D D D D 

 

Table 16. Percentage occurrence of Pasquill stability classes from measurements, 
winter night – desert. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear D: 14.8%  

E: 81.6% F: 3.6% 
D: 37.2%  

E: 59.8% F: 3% 
D: 83.9%  

E: 14.9% F: 1.2% 
D: 100%  

E: 0% F: 0% N/A 

Partly Cloudy D: 10%  

E: 86.7% F: 3.3% 
D: 50.6%  

E: 45.6% F: 3.8% 
D: 89.3%  

E: 9% F: 1.7% 
D: 100%  

E: 0% F: 0% N/A 
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Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Mostly Cloudy D: 21.4%  

E: 71.4% F: 7.1% 
D: 46.7%  

E: 52.8% F: 0.5% 
D: 86.7%  

E: 12.9% F: 0.3% 
 D: 100% 

E: 0% F: 0% N/A 

Overcast D: 0%  

E: 100% F: 0% 
D: 47.4%  

E: 52.6% F: 0% 
D: 93.8%  

E: 6.2% F: 0% 
D: 100% 

E: 0% F: 0% N/A 

 

Table 17: Frequency of occurrence of Pasquill stability classes from measurements, 
winter night – desert. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear D: 33 

E: 182 F: 8 
D: 1,305 

E: 2,094 F: 15 
D: 1,045 

E: 185 F: 15 
D: 178 

E: 0 F: 0 N/A 

Partly Cloudy D: 3 

E: 26 F: 1 
D: 405 

E: 365 F: 30 
D: 516 

E: 52 F: 10 
D: 85 

E: 0 F: 0  N/A 

Mostly Cloudy D: 3 

E: 10 F: 1 
D: 183 

E: 207 F: 2 
D: 248 

E: 37 F: 1 
D: 107 

E: 0 F: 0 N/A 

Overcast D: 0 

E: 3 F: 0 
D: 143 

E: 159 F: 0 
D: 197 

E: 13 F: 0 
D: 22 

E: 0 F: 0 N/A 

 

5.2.5 MO08 (summer day, temperate) 

The estimator (Table 18) accurately predicted the most likely condition in 
8 of the 14 conditions measured (Table 19). Note that not all conditions oc-
curred during the measurement period ( 

Table 20). 

Table 18. Estimator for summer day – temperate. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear B C D D D 

Partly Cloudy B C D D D 

Mostly Cloudy D D D D D 

Overcast D D D D D 
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Table 19. Percentage occurrence of Pasquill stability classes from measurements, 
summer day – temperate. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear A: 0% B: 30.3% 

C: 3.1% D: 66.6% 
A: 8.1% B: 43%  

C: 14.7% D: 34.2% 
A: 4.6% B: 41.9% 

C: 36.5% D: 16.9% 
A: 0% B: 0%  

C: 37.5% D: 62.5% N/A 

Partly Cloudy A: 0.6% B: 5.7%  

C: 0.3% D: 30.8%  
A: 13.9% B: 37.4% 

C: 18% D: 30.8% 
A: 7.4% B: 33.9% 

C: 32.7% D: 26% N/A N/A 

Mostly Cloudy A: 0.8% B: 34.2% 

C: 2.5% D: 62.5% 
A: 5.4% B: 36.7% 

C: 19.1% D: 38.8% 
A: 1.7% B: 25% 

C: 22.5% D: 50.7% 
A: 0% B: 0% 

C: 0% D: 100% N/A 

Overcast A: 0% B: 0% 

C: 0% D: 100% 
A: 6.4% B: 24.3% 

C: 12.2% D: 57.1% 
A: 2.8% B: 19.4% 

C: 25% D: 52.1%  N/A N/A 

 
Table 20. Frequency of occurrence of Pasquill stability classes from measurements, 

summer day – temperate. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear A: 0 B: 347 

C: 36 D: 763 
A: 422 B: 2,228   

C: 763 D: 1774 
A: 40 B: 364  

C: 317 D: 147 
A: 0 B: 0  

C: 3 D: 5 N/A 

Partly Cloudy A: 2 B: 19  

C: 1 D: 313  
A: 632 B: 1,703  

C: 821 D: 1,402 
A: 73 B: 336  

C: 324 D: 257 N/A N/A 

Mostly Cloudy A: 1 B: 41  

C: 3 D: 75 
A: 632 B: 1,703  

C: 821 D: 729 
A: 11 B: 160  

C: 144 D: 324 
A: 0 B: 0  

C: 0 D: 4 N/A 

Overcast A: 0 B: 0 

C: 0 D:20 
A: 76 B: 289  

C: 145 D: 678 
A: 4 B: 28  

C: 37 D: 75 N/A N/A 

 

5.2.6 MO08 (summer night, temperate) 

The estimator (Table 21) accurately predicted the most likely condition in 
9 of the 16 conditions measured (Table 22). Note that not all conditions 
occurred during the measurement period (Table 23). 
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Table 21. Estimator for summer night – temperate. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear F F D D D 

Partly Cloudy F F D D D 

Mostly Cloudy E D D D D 

Overcast D D D D D 

 

Table 22. Percentage occurrence of Pasquill stability classes from measurements, 
summer night – temperate. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear D: 3.4%  

E: 94.3% F: 2.4% 
D: 6.8%  

E: 89.3% F: 3.9% 
D: 48.3%  

E: 46.7% F: 5% 
D: 91.7%  

E: 8.3% F: 0% 
D: 50%  

E: 25% F: 25% 

Partly Cloudy D: 3.5%  

E: 90.8% F: 5.7% 
D: 17.9%  

E: 67.1% F: 14.9% 
D: 56%  

E: 24% F: 20% N/A N/A 

Mostly Cloudy D: 5.6%  

E: 90.6% F: 3.8% 
D: 25.6%  

E: 59.3% F: 15.1% 
D: 59.1%  

E: 21.8% F: 19.1% 
D: 75% 

E: 12.5% F: 21.5% N/A 

Overcast D: 1.1%  

E: 96.6% F: 2.3% 
D: 22.5%  

E: 43.6% F: 33.9% 
D: 62.5%  

E: 20.4% F: 17.1% 
D: 100% 

E: 0% F: 0% N/A 

 

Table 23. Frequency of occurrence of Pasquill stability classes from measurements, 
summer night – temperate. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear D: 182 

E: 5,106 F: 129 
D: 443 

E: 5,789 F: 254 
D: 87 

E: 84 F: 9 
D: 22 

E: 2 F: 0 
D: 2 

E: 1 F: 1 

Partly Cloudy D: 24 

E: 620 F: 39 
D: 312 

E: 1,169 F: 260 
D: 210 

E: 90 F: 75 N/A N/A 

Mostly Cloudy D: 22 

E: 355 F: 15 
D: 309 

E: 715 F: 182 
D: 220 

E: 81 F: 71 
D: 6 

E: 1 F: 1 N/A 

Overcast D: 1 

E: 85 F: 2 
D: 238 

E: 460 F: 358 
D: 95 

E: 31 F: 26 
D: 16 

E: 0 F: 0 N/A 

 



ERDC TR-17-6  42 

5.2.7 MO09 (winter day, temperate) 

The estimator (Table 24) accurately predicted the most likely condition in 
14 of the 19 conditions measured (Table 25). Note that not all conditions 
occurred during the measurement period (Table 26). 

Table 24. Estimator for winter day – temperate. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear C D D D D 

Partly Cloudy D C D D D 

Mostly Cloudy D D D D D 

Overcast D D D D D 

 

Table 25. Percentage occurrence of Pasquill stability classes from measurements, 
winter day – temperate. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear A: 0% B: 18% 

C: 5.2% D: 76.8% 
A: 3.4% B: 21.3%  

C: 38.7% D: 36.6% 
A: 0.3% B: 17.6% 

C: 50% D: 32% 
A: 0% B: 6%  

C: 19 % D: 75.1% 
A: 0% B: 1.5% 

C: 10.2% D: 88.3% 

Partly Cloudy A: 0% B: 0%  

C: 0% D: 100%  
A: 4.2% B: 12.6% 

C: 34.9% D: 48.4% 
A: 0.1% B: 5.3% 

C: 37.1% D: 57.5% 
A: 0% B: 0.5% 

C: 5.2% D: 94.2% 
A: 0% B: 1.5% 

C: 9.2% D: 89.3% 

Mostly Cloudy A: 0% B: 0% 

C: 0% D: 100% 
A: 0.4% B: 19.6% 

C: 37% D: 43.1% 
A: 0.4% B: 12.7% 

C: 57% D: 29.9% 
A: 0% B: 1% 

C: 5% D: 94% 
A: 0% B: 0% 

C: 0% D: 100% 

Overcast A: 0% B: 0% 

C: 0% D: 100% 
A: 0% B: 14.4% 

C: 14.9% D: 70.7% 
A: 0% B: 2.9% 

C: 18.3% D: 78.8%  
A: 0% B: 0% 

C: 18.1% D: 81.9% N/A 

 

Table 26. Frequency of occurrence of Pasquill stability classes from measurements, 
winter day – temperate. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear A: 0 B: 69 

C: 20 D: 295 
A: 87 B: 538   

C: 980 D: 926 
A: 13 B: 661  

C: 1876 D: 1201 
A: 0 B: 56  

C: 178 D: 705 
A: 0 B: 2  

C: 14 D: 121 

Partly Cloudy A: 0 B: 0  

C: 0 D: 8  
A: 33 B: 99  

C: 275 D: 381 
A: 1 B: 42  

C: 294 D: 456 
A: 0 B: 2  

C: 20 D: 360 
A: 0 B: 3  

C: 19 D: 184 



ERDC TR-17-6  43 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Mostly Cloudy A: 0 B: 0  

C: 0 D: 52 
A: 3 B: 158  

C: 298 D: 347 
A: 3 B: 86  

C: 387 D: 203 
 A: 0 B: 1  

C: 5 D: 94 
A: 0 B: 0  

C: 0 D: 48 

Overcast A: 0 B: 0 

C: 0 D:76 
A: 0 B: 194  

C: 201 D: 953 
A: 0 B: 14  

C: 88 D: 378 
A: 0 B: 0  

C: 21 D: 95 N/A 

 

5.2.8 MO09 (winter night, temperate) 

The estimator (Table 27) accurately predicted the most likely condition in 
10 of the 18 conditions measured (Table 28). Note that not all conditions 
occurred during the measurement period (Table 29). 

Table 27. Estimator for winter night – temperate. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear F D D D D 

Partly Cloudy F D D D D 

Mostly Cloudy D D D D D 

Overcast D D D D D 

 

Table 28. Percentage occurrence of Pasquill stability classes from measurements,  
winter night – temperate. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear D: 16.8%  

E: 82.7% F: 0.5% 
D: 36.4%  

E: 57% F: 6.5% 
D: 72.4%  

E: 25.1% F: 2.5% 
D: 100% 

E: 0% F: 0% N/A 

Partly Cloudy D: 100%  

E: 0% F: 0% 
D: 41.8%  

E: 48.9% F: 9.3% 
D: 84.5%  

E: 13.1% F: 2.4% 
D: 96.6%  

E: 2% F: 1.4% 
D: 100% 

E: 0% F: 0% 

Mostly Cloudy D: 21.2%  

E: 43.3% F: 35.6% 
D: 41.8%  

E: 45% F: 17.8% 
D: 68.9%  

E: 14.8% F: 16.3% 
 D: 100% 

E: 0% F: 0% 
D: 100% 

E: 0% F: 0% 

Overcast D: 10.1%  

E: 81.3% F: 8.6% 
D: 28.8%  

E: 57.4% F: 13.7% 
D: 67.1%  

E: 18.5% F: 14.4% 
D: 100% 

E: 0% F: 0% N/A 
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Table 29. Frequency of occurrence of Pasquill stability classes from measurements, 
winter night – temperate. 

Cloud Amount 

Wind Speed (kn) 

0 1–5 6–10 11–15 >=16 

Clear D: 189 

E: 933 F: 6 
D: 1377 

E: 2,155 F: 246 
D: 1,680 

E: 583 F: 58 
D: 40 

E: 0 F: 0 N/A 

Partly Cloudy D: 0 

E: 176 F: 0 
D: 508 

E: 595 F: 113 
D: 990 

E: 153 F: 28 
D: 143 

E: 3 F: 2 
D: 32 

E: 0 F: 0 

Mostly Cloudy D: 22 

E: 45 F: 37 
D: 259 

E: 313 F: 124 
D: 237 

E: 51 F: 56 
D: 44 

E: 0 F: 0 
D: 28 

E: 0 F: 0 

Overcast D: 53 

E: 426 F: 45 
D: 489 

E: 974 F: 233 
D: 359 

E: 99 F: 77 
D: 8 

E: 0 F: 0 N/A 
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6 Updates to Noise Assessment Models 

6.1 Need for updates 

The various noise models (BNoise2, SARNAM, RMTK Noise Tool) have 
not been substantially updated during the past 10 (or more) years. Due to 
the archaic and complex form of the interfaces and databases, it is impos-
sible to substantially update the software without performing a major re-
write. Since bug fixes and upgraded capabilities were required, a decision 
was made to substantially update the models. The update process will not 
change the underlying science used in the models and where the output of 
the current models is validated; the updated version will exactly match the 
output of the previous version.  

Updates to the models are being performed to: 

• unify the code base across the models; 
• ensure that all models have access to the same set of propagation ta-

bles; 
• update the interface to improve usability to include help tips, to mini-

mize user errors, and to add requested features; 
• update the weapon source databases so that all models use the same 

source data where applicable and to enable corrections and additions 
to the database; and 

• provide full documentation for the users and the developers. 

6.2 Justifications for updates 

6.2.1 Unify code base 

Unifying the code base across the models will enable much more con-
trolled updates and bug fixes. The current models perform largely the 
same tasks; each has its own base algorithms, but the goals and data differ. 
While these algorithms are all derived from the same physical principles 
and behave in similar ways, because they are not fully synchronized, errors 
in one that may be in others are not always corrected in an efficient man-
ner. This inefficiency is in part due to the current complete separation of 
the models. Unifying the code base and sharing key portions of the calcula-
tion algorithms will enable simpler and more consistent updates across the 
models. In the process of updating the code, every effort will be taken to 
streamline, simplify, and modularize the code base. 
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6.2.2 Add common access to propagation tables 

Currently, each of the three models uses a different suite of propagation 
tables. This has created confusion and occasionally conflicting information 
for installations and must be corrected. Adding the ability to access all of 
the propagation tables across the models requires updates to the user in-
terfaces. 

6.2.3 Update graphical user interfaces 

The graphical user interfaces for BNoise2 and SARNAM have not been up-
dated since the late 1990s to the early 2000s. They currently do not have 
helpful tips embedded, and the workflow is confusing and not well-docu-
mented. As technology has advanced, options for streamlining data input 
have become available, such as exporting geographical information from 
an ArcGIS map or exporting RFMSS data into a usable format. The inter-
faces will be updated to include these options, which will both simplify 
data entry and minimize user input errors. The workflow of the models is 
being redesigned to minimize errors, allow easy updating, and reduce data 
entry time. Without updates to the interfaces, the inclusion of single event 
propagation tables, which require a “choosing” algorithm, is not possible. 
Designation of points of interest is a feature that has been manually added 
to post-process noise contours in the past. Features will be added that al-
low designation of such points of interest and that will automatically pro-
duce a table of resulting noise exposure levels at those points, rather than 
requiring the user to manually extract that information.  

6.2.4 Update weapon source databases 

The weapon source databases for BNoise2 and SARNAM must be updated 
as they currently are locked in the early 2000s state, and new weapons 
systems cannot be added reliably. The databases are currently open to us-
ers, inviting the possibility of incorrect output due to well-meaning but po-
tentially inaccurate user edits. The new versions of the weapon source 
databases will be locked from editing, other than the additions of custom 
user input that is occasionally required for experimental weapons system 
evaluations. The new databases will only be editable by super users or de-
velopers, ensuring more reliable data quality. Methods for adding new sys-
tems and data will be fully documented. 
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6.2.5 Improve documentation 

The current state of documentation on BNoise2 and SARNAM is severely 
lacking. SARNAM has a quick-start guide, but no detailed user manual or 
developer’s manual. BNoise2 has no official manual associated with it. The 
RMTK Noise Tool is well-documented for the user interface, but there is 
no developer’s manual. During the update and unification process, a devel-
oper’s manual for the unified code base and user manuals—both detailed 
and quick-guide styles—for each of the models will be fully developed. 
Helpful tips will be integrated into the updated interfaces. 
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7 Community Noise Training 

The opportunity arose to collaborate with the Navy Facilities Engineering 
Command (NAVFAC), Atlantic Mission Office on a series of training webi-
nars for community noise. NAVFAC is producing a series of webinars on 
military noise, and they invited Army elements (U.S. Army Public Health 
Center Environmental Noise Program and ERDC) to collaboratively de-
velop and deliver material. This collaboration provided a unique oppor-
tunity to begin work on the training modules, originally designed for 
completion in FY19. While this initial work does not fully complete this 
project’s training requirement, it provided an opportunity to begin dissem-
inating basic information on noise to community planners, installation 
noise points of contact (POCs), and others across the Department of De-
fense (DoD).  

The series of eight webinars was sponsored by NAVFAC and was designed 
to educate the military installation community on the basics of the impacts 
of military noise on both installations and the surrounding communities. 
Participants are encouraged to attend all webinars, as the content progres-
sively builds knowledge. However, attendance at all webinars is not re-
quired. A description of the educational goals for each webinar are in 
Section 7.1–7.8.  

7.1 Webinar #1: Introduction to Military Noise (April 13, 2016) 

At the end of this lesson, participants should know the following: 
• Be familiar with topics and schedule for this noise series. 
• Appreciate why noise is an important issue for community plans and 

liaison officers (CPLOs) and planners to understand. 
• Have knowledge of current DoD/Department of Navy (DON) policies 

and guidance related to noise. 
• Have a basic understanding of types of military noise, noise effects, 

noise science, metrics, and models. 
• Be aware of types of noise mitigation options. 

7.2 Webinar #2: Noise Metrics and Models (June 16, 2016) 

At the end of this lesson, participants should have received the following: 
• Have gained a basic understanding of primary and supplemental noise 

metrics and when each type of metric should be used. 
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• Be aware of various presentation options for metrics. 
• Be familiar with types and purposes for environmental noise models. 
• Understand federal guidance and policies related to noise models and 

metrics. 
• Have talking points for communication of noise metrics and models to 

the public. 

7.3 Webinar #3: Noise Studies (August 16, 2016) 

At the end of this lesson, participants should have learned the following: 
• Recognize when and why noise studies are completed. 
• Understand what noise study guidance and resources are available. 
• Become acquainted with noise modeling vs. monitoring, and when to 

use each. 
• Become familiar with the noise study process, including data needs, 

data collection procedures, validation, and review. 

7.4 Webinar #4: Range Noise (October 12, 2016) 

At the end of this lesson, participants should have the following 
knowledge: 
• Become familiar with the various sources of range noise. 
• Understand how range noise sources are different from other types of 

sources. 
• Recognize the unique characteristics of range noise. 
• Know current policies and guidance related to range noise. 
• Understand the process for assessing range noise. 

7.5 Webinar #5: Reducing Noise Conflict (December 8, 2016) 

At the end of this lesson, participants should have learned the following: 
• Become aware of the various types of techniques to reduce and/or miti-

gate noise exposure. 
• Understand how changes at the source, path, and receiver can affect 

noise levels and community exposure. 

7.6 Webinar #6: Response to Noise Inquiries and Noise Complaint 
Management (February 14, 2017) 

At the end of this lesson, participants should know the following: 
• Understand public response to noise and why noise inquiries and com-

plaints occur. 
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• Appreciate reasons to respond to noise inquiries and manage com-
plaints. 

• Be aware of tools and methods for noise response. 
• Understand lessons learned in noise response and communication. 

7.7 Webinar #7: Introduction to Underwater Acoustics (March 2, 
2017) 

At the end of this lesson, participants should have learned the following: 
• Become familiar with the various types and sources of underwater 

sounds. 
• Have a basic understanding of the metrics and models used to describe 

underwater sound. 
• Understand current DoD/DON policies related to underwater sound; 
• Have a basic understanding of the impacts of underwater sound on the 

National Environmental Policy Act (NEPA) and Endangered Species 
Act (ESA)/Marine Mammal Protection Act (MMPA) consultation pro-
cesses. 

7.8 Webinar #8: Implementation of Noise Compatibility Tools & 
Guidelines (April 12, 2017) 

At the end of this lesson, participants should have learned the following: 
• Become familiar with federal land use compatibility guidelines re-

lated to noise. 
• Have a basic understanding of tools for implementing land use 

guidelines. 
• Understand how federal guidelines are implemented within DoD’s 

compatible use programs and NEPA. 
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8 Summary 

To date, the ESOH Short-Term Noise Assessment Demonstration/Valida-
tion project has made excellent progress toward validating and improving 
the noise assessment tools available for range noise in the DoD. In FY16, 
several avenues and tasks were completed or commenced, as listed below. 

• An automated methodology was developed and implemented for gen-
erating the noise assessment tool outputs that are required for compar-
ison to experimental data. This methodology will be further expanded 
to accommodate real training range noise in FY17. 

• Statistical analysis was completed of a comparison between the bench-
mark dataset (ERDC Long-Range Sound Propagation Dataset) and the 
model outputs for corresponding meteorological conditions. This anal-
ysis found that the models are consistently underpredicting the re-
ceived levels (~62% of the time), based on the benchmark dataset. 
Investigations into possible errors in the noise model codes and a de-
termination of the optimal set of propagation classes to use is ongoing 
in FY17.  

• The peak-level calculation algorithm and comparison of results to other 
methodologies were completed. This study found that the peak-level 
method currently in use may be improved by using alternative meth-
ods. 

• An analysis was completed of the meteorological conditions and their 
mapping to selected propagation conditions within the noise models. 
This study found that there is potentially significant variability in prop-
agation conditions across a given landscape. It also found that the 
“quick” method for choosing which propagation condition to use for 
general weather conditions is only correct about 50% of the time. These 
two results indicate that other avenues should be explored for classify-
ing the propagation conditions, and an alternative method should be 
developed for determining which propagation condition to use for a 
single event noise assessment. Both of these tasks are ongoing in FY17. 

• Progress toward updating the noise assessment models is proceeding. 
An updated interface design that will enable all models to access the 
same set of propagation tables is nearing finalization. Opportunities for 
unifying the underlying calculation engine code are under investiga-
tion, and the existing code is being fully analyzed for accuracy. The up-
dates and bug fixes are expected to be completed by Q3FY18. 
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• The Army is participating in Navy-sponsored webinar training on com-
munity noise assessment, policy, and mitigation. This activity provided 
an excellent baseline for ERDC’s planned FY19 training specifically on 
short-term noise assessment. 
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Abbreviations 

Term Meaning 
ASA (IE&E) Assistant Secretary of the Army for Installations, Energy 

and Environment 
ASOS Automated Surface Observing Stations 
BNoise 2 Blast Noise Version 2 
CONUS continental United States 
CPLO community plans and liaison officers 
CSEL C-weighted sound exposure level 
dB decibel 
DoD Department of Defense 
DON Department of Navy 
ERDC Engineer Research and Development Center 
ERDC-CERL Engineer Research and Development Center–

Construction Engineering Research Laboratory 
ESA Endangered Species Act 
ESOH Environment, Safety and Occupational Health 
FY fiscal year 
Lpk Peak Level (dB) 
MMPA Marine Mammal Protection Act 
NAVFAC Navy Facilities 
NEPA National Environmental Protection Act 
P-G Pasquill-Gifford 
PK15 Peak Level exceeded 15% based on meteorological 

variability 
POC point of contact 
RMTK Range Managers Toolkit 
SARNAM Small Arms Range Noise Assessment Model 
SRD-T Solar Radiation Delta-T 
SEL sound exposure level 
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