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Abstract: This report presents the results of collaborative studies of 
groundwater contamination, remediation, and monitoring at the former 
Fort Ord Army Base in northern Monterey County, California. These com-
plementary, integrated studies were conducted at the site by principal in-
vestigators from three different institutions: the Lawrence Livermore Na-
tional Laboratory; Environmental Restoration Division, Physical and 
Biological Sciences Division at the University of California – Santa Cruz; 
and Earth Sciences Division, Lawrence Berkeley National Laboratory.  

These collaborative studies resulted in assessments of groundwater flow 
monitoring technologies; analyses of aquifer response, groundwater flow, 
and plume evolution; simulation of in-situ permeable flow sensors for 
measuring groundwater velocity; and remote sampling and analyses of in-
organic contaminants in the groundwater.  

The first three assessments addressed concerns with organic contaminants 
previously detected at the site, while the fourth was designed to determine 
the applicability of the remote sampling system developed to monitor or-
ganic contaminants to the monitoring of inorganic contaminants that had 
also been detected at elevated levels in the general study area. Four sepa-
rate reports were developed from this project and the results are combined 
in this integrated summary report. 

DISCLAIMER: The contents of this report are not to be used for advertising, publication, or promotional purposes. 
Citation of trade names does not constitute an official endorsement or approval of the use of such commercial products. 
All product names and trademarks cited are the property of their respective owners. The findings of this report are not to 
be construed as an official Department of the Army position unless so designated by other authorized documents. 
 
DESTROY THIS REPORT WHEN NO LONGER NEEDED. DO NOT RETURN IT TO THE ORIGINATOR. 
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1 Introduction 

Overview 

This report presents the results of collaborative studies of groundwater 
contamination, remediation, and monitoring at the former Fort Ord Army 
Base, located on Monterey Bay in northern Monterey County, California 
(Figure 1). These complementary, integrated studies were conducted at the 
Operable Unit 1 (OU 1) site by four principal investigators: Paul Daley, 
Russell Flegal, Patrick Mantey, and Curt Oldenburg, from three different 
institutions, the Lawrence Livermore National Laboratory; Environmental 
Restoration Division, Physical and Biological Sciences Division at the Uni-
versity of California - Santa Cruz; and Earth Sciences Division, Lawrence 
Berkeley National Laboratory.  

These collaborative studies resulted in assessments of: 

1. Groundwater flow monitoring technologies;  
2. analyses of aquifer response, groundwater flow, and plume evolution;  
3. simulation of in-situ permeable flow sensors for measuring groundwater 

velocity; and  
4. remote sampling and analyses of inorganic contaminants in the ground-

water.  

The first three assessments addressed concerns with organic contaminants 
(e.g., trichloroethylene or TCE) previously detected at the site, while the 
fourth was designed to determine the applicability of the remote sampling 
system developed to monitor organic contaminants (e.g., TCE) to the 
monitoring of inorganic contaminants (e.g., chromium) that have also 
been detected at elevated levels in the general study area. Four separate 
reports were developed from this project (Daley et al. 2005; Johnson et al. 
2005; Jordan et al. 2005; Su et al. 2005), and the results are combined in 
this integrated summary report. 

Site Description 

The study site, Operable Unit 1 (OU 1), is part of the former Fort Ord Army 
Base, located on Monterey Bay in northern Monterey County, California 
(Figure 1). It has been the site of ongoing studies by two of the investiga-
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tors (Daley and Oldenburg), and has been extensively described in a previ-
ous report (Oldenburg et al. 2002). Consequently, the following descrip-
tion is abbreviated. 

The OU 1 site is situated close to the Pacific coast in a sand dune area con-
sisting of low hills and closed bowls vegetated by scrub oaks and coastal 
chapparal species. The unconsolidated dune sands extend from the surface 
to a depth of 90–130 ft (27–40 m); stabilization of the dunes with vegeta-
tion is thought to be relatively recent. The dune sands are bounded below 
by interbedded layers of clays and sands of varying thickness. The first wa-
ter-bearing zone is the unconfined A-aquifer, which lies above the Fort 
Ord-Salinas Valley Aquitard (FO-SVA). The aquitard separates the A-
aquifer consisting of dune sand from deeper, confined aquifers, the shal-
lowest of which is called the 180-foot aquifer. The water table depth of the 
A-aquifer ranges from approximately 70 to 100 ft (21 to 30 m) below 
ground surface (bgs).  

 

Figure 1. Location of the former Fort Ord, site of Operable Unit 1 (OU 1). 
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Problem statement 

The former Fritzsche Army Airfield is located in the northernmost portion 
of the former Fort Ord Army Base. The airport fire department trained at a 
Fire Drill Area (FDA) adjacent to the airport. Fuels and solvents were 
placed in the burn pit and combusted for firefighter training from 1962 to 
1985. Subsequently, soil and groundwater contamination was discovered 
in the A-aquifer, consisting of petroleum hydrocarbons, trichloroethylene 
(TCE), methylethylketone (MEK), 1,1,1-trichloroethane (1,1,1-TCA), cis-
1,2-dichloroethylene (c-1,2-DCE), and minor amounts of related materials. 

In the late 1980’s, the area contaminated by these compounds was desig-
nated as Fort Ord’s Operable Unit 1 (OU 1), and near-surface contami-
nated soil was excavated. Deeper contaminated soils in the FDA were bio-
remediated. Soil sampling confirmed that the surface soil cleanup was 
successful, and a groundwater extraction and treatment system was in-
stalled to capture and treat the residual contaminated groundwater. This 
system significantly reduced all of the contaminant concentrations. By the 
early 1990’s, contaminants other than TCE were generally below the 
Maximum Contaminant Levels (MCLs) set by the U.S. Environmental Pro-
tection Agency (EPA) for drinking water. TCE, however, is still present at 
levels in the low tens of parts per billion, and is the target of continued 
remediation. Data obtained from drilling to the northwest of the original 
plume now indicate the TCE groundwater plume is 3000 ft (900 m) long, 
or approximately four times the originally characterized length. 

In addition, public health concerns about chromium contamination in 
Monterey County aquifers were raised in 2001, when relatively high levels 
were detected in adjacent Santa Cruz County (Gonzalez et al. 2005). There, 
concentrations in the Aromas Red Sands aquifer were found to range from 
2 to 40 µg/L, approaching the California MCL for chromium in drinking 
water (50 µg/L), as well as the MCL set by the U.S. EPA (100 µg/L). This 
public health concern was extended to Monterey County after it was de-
termined that the elevated levels of chromium were due to naturally high 
levels in sediments within the aquifer, rather than industrial contamina-
tion (the Aromas Red Sands aquifer runs between the two counties). 

Therefore, OU 1 was the focus of two concerns. The first, based on exten-
sive measurements over the two preceding decades (Oldenburg et al. 
2002), was that the contaminant TCE plume at the site was spreading and 
potentially contaminating the underlying aquifer which is used as a water 
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supply. The second was that the aquifer might also be contaminated with 
chromium, based in part on an anomalously high value (> 10 µg/L) previ-
ously measured at OU 1 in 1992. 

In addition to these environmental and public health concerns, the site 
was considered an ideal location for research to investigate innovative 
methodologies to address groundwater contamination that might be appli-
cable to other contaminated sites. On-site automatic sampling and analyti-
cal instrumentation had previously been installed at OU 1 to study move-
ment of the TCE plume, and that instrumentation was available for 
upgrades and comparisons of different groundwater flow monitoring tech-
nologies. Complementary studies had provided a characterization of the 
TCE-contaminated aquifer, facilitating new analyses of aquifer response, 
groundwater flow, and plume evolution. That characterization also estab-
lished the basis for simulation of in-situ permeable flow sensors for meas-
uring groundwater velocity. Finally, the successful instrumentation and 
characterization of the movement of organics (i.e., TCE) in the aquifer 
provided the framework for testing the possibility of adapting that instru-
mentation to concurrently sample and trace the movement of inorganic 
contaminants (e.g., Cr) within the aquifer. 

Objectives 

Four main objectives were included in the proposal, which was written as a 
five-year program, but was only funded for year one. These were: 

1. Develop real-time sampling, analysis, and data transmission for subsur-
face contaminants; 

2. integrate real-time plume characterization into useful visualization tools 
for process engineering decision making; 

3. explore the identification of source zone locations by using the combina-
tion of real-time measurement with process control; and  

4. explore the expansion of technologies and processes to address contami-
nants from munitions and explore applications of technologies and proc-
esses to homeland security needs for water systems.  

These objectives were placed in a chronological sequence, which extended 
over five years. As stated in the proposal, the “goal of the proposers is to 
address objectives 1 and 2 in the first year and, if sufficient funding is 
available, to begin work on objective 3. Continued work on 1, 2 and 3 and 
expansion to objective 4 is planned for subsequent years (2-5).” Although 

 



ERDC/CERL CR-06-2 5 

the proposal was then funded for only one year, more progress was made 
in meeting the objectives than had been anticipated, as described in the 
following sections. 

Approach 

This study involved four Principal Investigators from three different insti-
tutions. The intent was to bring their complementary expertise together in 
collaborative groundwater studies, using the existing sampling system at 
the former Fort Ord site. The success of those collaborations is evidenced 
by the co-authored reports of those investigators (Daley et. al. 2005; John-
son et al. 2005; Jordan et al. 2005; and Su et al. 2005), as well as by the 
new proposal of the four investigators to continue those studies.  

Deliverables for the first period of funding (and extended by no cost time 
extensions) included an annual operating report on the first three objec-
tives. These included a summary data analysis and activities accom-
plished; proposed activities for succeeding year; and recommendations for 
ongoing remediation efforts.  

These results were detailed in four individual reports, as follows: 

• Intercomparison of Groundwater Flow Monitoring Technologies at 
Site OU 1, Former Fort Ord, California. Daley, P.F., J. Jantos, W.H. 
Pedler and W.A. Mandell. 2005. Lawrence Livermore National Labora-
tory (LLNL). 

• Analysis of Aquifer Response, Groundwater Flow, and Plume Evolu-
tion at Site OU 1, Former Fort Ord, California. Jordan, P.D., C.M. 
Oldenburg and G.W. Su. 2005. Lawrence Berkeley National Laboratory 
(LBNL). 

• Simulation of In-Situ Permeable Flow Sensors for Measuring Ground-
water Velocity at OU 1, Former Fort Ord, California. Su, G.W., B.M. 
Freifeld, C.M. Oldenburg, P.D. Jordan and P.F. Daley. 2005. Lawrence 
Berkeley National Laboratory. 

• Automated Water Sampling for Trace Metals in Response to Ephem-
eral Events. Johnson, B., K. Ndung’u, J. Rybczynski, P. Mantey, A. 
Gonzalez, G. Scelfo and A. Flegal. 2005. University of California, Santa 
Cruz. 

These reports were the result of sequenced studies, beginning with restart-
ing and upgrading the groundwater sampling system by Daley and his as-
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sociates (Daley et al. 2005). Oldenburg and his associates studied long-
term quarterly TCE and water table elevation data to understand the evo-
lution of the TCE plume (Jordan et al. 2005). Responses of the In-Situ 
Permeable Flow Sensors that are part of the groundwater sampling system 
were then simulated by Oldenburg and his associates to understand how 
heterogeneous formation properties affect measurements of groundwater 
flow velocity (Su et al. 2005). Daley concurrently worked with Flegal and 
Mantey and their associates (Johnson et al., 2005) to adapt his sampling 
system for collecting organic contaminants (e.g., TCE) to their needs for a 
comparable system for remotely collecting inorganic contaminants (e.g., 
Cr).  

In addition to the work outlined above, we found that it was critical to 
have a network connection to the site to achieve our long-term goals of 
fully automating the sampling and analytical systems at OU 1 with a 
closed-loop operation. We therefore installed a radio link from the site to 
our relay station in the Santa Cruz Mountains and, from there, to the UC 
Santa Cruz campus, as well as a video camera at the site enabling re-
searchers to view conditions at the site from remote locations (LLNL and 
LBNL). We also installed a meteorological data station at the site in order 
to correlate and coordinate measurements of the toxics in the groundwater 
with precipitation. This installation was made with a commercial quality 
meteorological station at the site that we linked via the network connec-
tion to our REINAS (Rosen et al. 1998) database at UCSC so real-time 
weather data (e.g., rainfall) were available at the site and also streamed to 
our real-time REINAS database for research use. This installation then en-
abled our plans for moving the data from the gas chromatograph (GC) at 
the site to the REINAS database in real time by linking the instrumenta-
tion computer with the REINAS computer at the Fort Ord site.  

Summaries of the four reports 

This report integrates the methodologies, results and discussions, conclu-
sions, and recommendations from the four individual reports, which are 
briefly summarized below.  

1. Groundwater flow monitoring technologies: The principal focus 
of this study was on the groundwater transport of TCE at OU 1, using three 
independent monitoring technologies (Figure 2). While all three technolo-
gies are designed to produce estimates of fluid flow rate, they differ in 
mode of installation, theory of operation, and types of data produced. Two 

 



ERDC/CERL CR-06-2 7 

of the tools examined—the RAS Hydrophysical Logging tool (HPL), and 
the Lawrence Livermore National Laboratory Scanning Colloidal Bor-
escope Flow Meter (SCBFM)—could be installed in existing boreholes to 
produce point estimates (in time), while the third employed permanently 
installed sensors for long-term logging of flow rate and direction, at the 
expense of portability (Hydrotechnics® In-Situ Permeable Flow Sensors 
[ISPFS]). The SCBFM and ISPFS produce estimates of both groundwater 
flow rate and direction, while the HPL produces flow rate estimates only. 
Although groundwater flow and azimuth data are crucial to the under-
standing of contaminant transport, determination of these parameters is 
often costly, indirect, and frequently difficult to verify. Many techniques 
have been developed to estimate flow in boreholes, but comparatively few 
studies have attempted to directly compare data from different groundwa-
ter flow monitoring tools (Wilson, et al. 2001). The present experiments 
were deployed at the OU 1 site to provide a nearly ideal, homogeneous hy-
drogeological environment in which tool performance could be compared. 

2. Analyses of aquifer response, groundwater flow, and plume 
evolution: Data from the monitoring was then used in a continuation of 
analysis of the hydrogeology, ISPFS results, aquifer response, and changes 
in the TCE groundwater plume at OU 1. These analyses benefited from the 
availability in digital form of more recent, as well as older, groundwater 
chemistry records as well as treatment system totalizer data that were 
available at the time of Oldenburg et al. (2002). 

3. Simulation of in-situ permeable flow sensors for measuring 
groundwater velocity: Data from the monitoring were also used to de-
rive accurate estimates of groundwater flow velocities at the site. Those 
estimates are essential for a number of applications, including site charac-
terization and monitoring, groundwater remediation, and water resources 
management. A number of technologies exist to measure groundwater 
flow velocities: the colloidal borescope (Kearl and Case 1992; Kearl and 
Roemer 1998), the horizontal heat-pulse flowmeter (Hess 1986; Young et 
al. 1991; Molz and Young 1993), the acoustic doppler velocimeter (SonTek 
1996), and hydrophysical logging (Tsang, et al. 1990; Pedler et al. 1992; 
Tsang and Doughty 2003). A comparison of these technologies for meas-
uring horizontal groundwater flow is detailed in Wilson et al. (1999). All of 
these techniques require measurements to be made in the screened inter-
val of a borehole and only provide a snapshot in time of the flow velocities. 
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Figure 2. Fort Ord Operable Unit 1, Fire Drill Area (OU1-FDA). This map shows 

the distribution of new flow monitoring and groundwater sampling wells, 
and pre-existing groundwater monitoring wells. 

4. Inorganic contaminant sampling and analysis in groundwa-
ter: Finally, the potential to conduct complementary analyses of inorganic 
contaminant concentrations and groundwater transport with the preced-
ing sampling and modeling systems was investigated. The need for auto-
mated and remote sampling equipment and techniques is becoming neces-
sary to rapidly and economically assess water quality due to increasing 
costs of personnel and threats to water supplies. Since organic and inor-
ganic contaminants are typically sampled separately because of cross-
contamination concerns, this research was designed to determine whether 
a single system could be used to collect both sets of samples–rather than 
installing two independent systems–and to remotely sample inorganic 
contaminants during ephemeral events using trace metal clean conditions. 
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2 Experimental Tasks 

Groundwater flow monitoring technologies 

Summary 

Researchers installed a multipoint field chemical analysis and groundwa-
ter monitoring system at Operable Unit 1 (OU 1) at the former Fort Ord 
Army Base in California. In this installation, we buried stainless steel tub-
ing to connect a network of ten wells located up to 1600 ft (480 m) from a 
control building. A subset of five wells has also been instrumented with In-
Situ Permeable Flow Sensors (ISPFSs, Hydrotechnics, Inc.) to measure 
groundwater flow velocity and direction in the sandy unconfined aquifer. 
All ten wells are outfitted with dedicated micro-flow bladder pumps, with 
sample selection and processing hardware located at the analytical station 
and with a new version of pressure transducers to measure water table 
elevations. A dedicated low cost gas chromatograph in the control building 
provides on-line sample analysis and data.  

The dedicated pumping system and associated instrumentation for the 
OU1 project was originally installed in the previous decade, was upgraded, 
and in operation until March 2004. At that time, operations were dis-
rupted and suspended at the request of the Army Corps contractor, Hy-
droGeoLogic, to allow them to install their permeation (“bag”) samplers in 
those wells. Three of these samplers were removed, and the dedicated 
pumps in wells W-0U1-7a, W-OU1-36a, and W-OU1-37a were reinstalled 
by April 2005. The remaining wells at OU1 were reinstalled in June 2005. 
The entire system is back in operation. A new ASAP water sampler was 
also installed and plumbed at OU 2. 

The data acquisition system at OU 1 was also expanded. This included data 
from the LLNL Colloidal Borescope, conductivity tool measurements that 
were made in parallel with HydroTechnics ISPFS flow monitoring, and 
continuous groundwater depth data from the OU 1 dedicated probes. Re-
mote supervision of the real-time data acquisition was enabled with a ra-
dio link export of data from the GC at OU 1 to our measurement database 
at LLNL, via UCSC. As previously noted, a video camera was installed at 
OU 1 enabling researchers from remote locations (LLNL and LBNL) to 
view conditions at the site and a real-time meteorological data station was 

 



ERDC/CERL CR-06-2 10 

also installed at the site in order to provide complementary data on factors 
influencing groundwater contaminant concentrations and flow (e.g., pre-
cipitation). Meteorological measurements from that installation were 
linked to the REINAS database at UCSC, which may also be used to link 
GC measurements from OU 1 and provide real-time data on organic con-
taminant concentrations to researchers at LLNL, LBNL, and UCSC. 

The applicability of this remote sampling and analytical system was dem-
onstrated. The real-time gas chromatograph was operated continuously 
for long periods, and calibration tests clearly demonstrated the feasibility 
of on-line instrumentation of the pumped water for trace organic analyses. 
The sampling system was also successfully tested for concurrent collec-
tions of inorganic contaminants, as discussed in a later section. 

Background 

Standard approaches to obtaining groundwater flow velocity information 
involve making hydraulic head measurements in screened boreholes 
across a site to determine hydraulic gradients. These are combined with 
hydraulic conductivity data to estimate the potential flow rate between the 
points sampled by the boreholes (Darcy’s equation). This methodology will 
provide useful approximations in many instances, but it ultimately de-
pends on the assumption that the available conductivity data accurately 
reflect the conditions throughout the target site. Moreover, hydraulic con-
ductivity is generally determined by pumping or slug tests, which may un-
desirably average zones of preferential flow that are the main conduits of 
contaminant flow (Kearl and Case 1992; Kearl 1997), or generate problem-
atic wastes in aquifers known or suspected to be contaminated. Sensors 
that do not depend on conductivity data can potentially provide useful flux 
data for modeling or remediation optimization without the drawbacks of 
traditional techniques, and provide a useful link between laboratory and 
field observations. 

Alternative methods for determining flow across boreholes included tracer 
tests and borehole-dilution tests, which are often deployed with zone-
isolating packers (Kearl and Case 1992). Spinner or impeller tools are 
sometimes used to estimate flows, but are most useful where vertical flow 
is suspected to be substantial; their use is limited by their relatively high 
stall speeds (Hess 1986; Molz et al. 1989). Hess (1986) and Kerfoot (1988, 
1995) also presented development of heat-pulse flow meters that are de-
signed to detect three dimensional flow vectors, although convective com-
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ponents may complicate interpretation. Other physical methods include 
electromagnetic flowmeters (Young et al. 1991), acoustic (SonTek, Inc. 
1996) and laser (Momii et al. 1993) Doppler velocimeters and use of radio-
isotopic tracers (Drost et al. 1968); in some cases tool intercomparisons 
have been performed (Molz et al. 1989, Wilson 2001). Clearly more studies 
of this kind are needed. 

In-situ permeable flow sensor 

The In-Situ Permeable Flow Sensor was developed in the early 1990s at 
Sandia National Laboratories in Albuquerque, NM,to directly measure 
groundwater flow vectors in unconsolidated, saturated, porous media 
(Ballard 1996; Ballard et al. 1996). The tool uses heat perturbation and ad-
vection from a cylindrical surface, which is in turn studded with an array 
of precision thermistors that measure heat dispersion around the tool due 
to groundwater flow. In theory, if a thin cylinder has uniform heat flux 
from its surface, the temperature distribution on the surface will vary as a 
function of the magnitude of groundwater flow past the surface. Relatively 
warmer temperatures will be sensed on the downstream side, and rela-
tively cooler temperatures on the upstream side. Romero (1995) derived 
mathematical functions describing heat distribution of a finite-length 
heated cylinder in a permeable flow field (figure after Ballard 1996): 
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where T is the temperature at position x,z on the surface of the probe; x is 
the angular distance in the horizontal plane from the reference direction to 
the measurement point; z is the distance in the vertical from the midpoint 
of the probe (dimensionless, by dividing by the half-length of the tool, L); r 
is the tool radius; δ is the half-length of the heated region of the tool, again 
dimensionless by dividing by L; Q is the heat flux per unit area from the 
tool surface; K is thermal conductivity of the saturated porous medium; Pe 
is the dimensionless flow velocity, or Peclet number; θ is the angular dis-
tance in the horizontal plane from the reference direction, and φ is the an-
gle between vertical and the flow velocity vector. The flow velocity, Pe is 
given by: 

 
 
where U∞ is the magnitude of the Darcy flow velocity far from the tool, ρ is 
the fluid density, and c is the fluid specific heat. In practice, the relative 
deviations of thermistor temperatures from the average for the entire tool 
temperature are used with a mathematical inversion algorithm to calculate 
flow vectors. 

For this study, the ISPFS were installed approximately 30 in. above the 
surface of the FO-SVA clay layer, and a 2 in. monitoring well was placed 
adjacent to the thermal probe, with its deepest point approximately 15 in. 
above the uppermost part of the ISPFS (Figure 3). The normal practice for 
installation of these tools is to insert them through a hollow stem auger, 
and formation is allowed to collapse around the tool as the auger is with-
drawn (Figure 4). Five of the tools were installed during installation of the 
integrated geochemical analysis station at the FDA. One of the tools suf-
fered an electrical failure within the first few months of its operation (MW-
OU1-40-A) and a second (MW-OU1-38-A) has not produced reliable data 
since its installation possibly due to incomplete collapse of the formation 
during installation. The remaining three devices have provided reliable 
data since that time, in good agreement with traditional gradient and con-
ductivity analysis (Jordan et al. 2005). A detailed analysis and simulation 
of their performance in media with varying thermal properties is provided 
as part of this project by Su et al. (2005; in press). 
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Figure 3. Schematic of an ISPFS and monitoring well installation. 

 
Figure 4. Installation of ISPSF with adjacent hollow-stem auger at OU 1. 

Hydrophysical logging tool 

The hydrophysical logging tool (HPL) has been referred to as fluid-
conductivity logging, fluid-electrical-conductivity logging, and ion logging 
(Cohen 1995). The HPL tool comprises a vertical array of electrical con-
ductivity sensing electrodes and precision thermistors (Figure 5); wells 
under test are first scanned for ambient properties by recording signals 
from the sensing elements as the tool is lowered through the borehole fluid 
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(Figure 6). Then, the borehole fluid is slowly replaced with deionized water 
at a rate that does not change the pressure head. Finally, the fluid electri-
cal conductivity and temperature of the borehole fluid is recorded through 
repeated vertical scanning over a period of many hours following em-
placement of the low conductivity fluid, as formation water displaces fluids 
from the borehole. In essence the technique is a specialized instance of 
borehole tracer dilution where, in this case, the tracer is deionized water as 
described by Drost et al. (1968) and Tsang et al. (1990). 

 
Figure 5. Calibration of the Hydrophysical logging tool with standardized salt solutions. 
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Figure 6. Preparing for installation of the LLNL Scanning Colloidal Borescope Flow Meter. 

Inflow parameters are estimated following the general methods of Drost et 
al. 1968, although the application of dilution theory to borehole logging is 
innovative and has been shown to be practical for the identification of re-
stricted infiltration zones (Tsang et al. 1990). The tracer is assumed to be 
uniformly placed in the borehole; its concentration, Cobs, is modified by 
influx of formation water at concentration Cf, flowing into the borehole at 
a velocity v*, as shown below (after Wilson et al. 2001): 
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where A is the borehole cross-sectional area (A = 2rL, r is the radius of the 
borehole, L is the length), and W is the corresponding volume (W = πr2L). 
If the substitution is made: 

 
equation can be rearranged: 

 
that can be rearranged to solve for C:  

 
where C0 is C at t = 0, or Cf – Cobs at t = 0. Taking the natural logarithm of 
both sides gives: 
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and the ratio C/C0 should produce a linear semi-log plot, the slope of 
which is proportional to the velocity of fluid flowing through the well: 

 
where t1 and t2 are the times corresponding to C1 and C2 on the semi-log 
plot. This velocity corresponds to the measured fluid velocity through the 
borehole. This may differ from the actual formation flow rate, as flow lines 
tend to converge toward the borehole, and corrections for these phenom-
ena have been offered (Drost et al. 1968): 

 
where q is the specific discharge of groundwater in the aquifer and α is a 
factor that corrects for convergence of flow in the borehole. The latter fac-
tor can only be calculated with a detailed knowledge of the casing screen, 
sandpack characteristics, and hydraulic properties of the aquifer. How-
ever, it is thought to be generally insensitive to formation hydraulic prop-
erties as long as the screen and sandpack are substantially more perme-
able than the formation. When αcannot be calculated directly, formation 
flow estimates are made using convergence factors of 2.5 to 4 (Momii et al. 
1993; Wilson et al. 2001). In the present work, these corrections have not 
been made and only “in borehole” flow rates (v*) are presented. 

Scanning colloidal borescope flow meter 

The colloidal borescope was developed in the early 1990s at the Oak Ridge 
National Laboratory (Kearl et al. 1992; Kearl 1997). The instrument de-
scribed in the Oak Ridge system is very similar to an earlier device that 
was the subject of a patent (Foster and Fryda 1990). The principal differ-
ences being the type of illumination (laser vs. lamp) and imaging device 
(“Optiram” vs. CCD camera for the Foster and Fyda, and Kearl versions, 
respectively). The tool consists of a downward-viewing camera with a mi-
croscope objective, a source of illumination directed towards the camera 
creating a “bright-field” effect, a magnetometer to detect tool orientation, 
supporting cables, and a viewer/recorder package at the well head. Video 
recordings are made once the tool has been lowered to the target depth 
and colloidal scale particles, in the size range of 2-20µ, are detected as 

 



ERDC/CERL CR-06-2 18 

dark objects. If nearly laminar flow is detected (particles stay within the 
quite thin plane of focus for much or all of their traverse across the viewing 
field) many particles can contribute to a single reading. Computer software 
is then used to detect the particles, match them between subsequent 
frames, and calculate their velocity and direction (Kearl and Roemer 
1998). The magnetometer output is recorded at each depth to correct azi-
muth estimates, as twisting of the tool is unavoidable when using flexible 
cables to suspend the instrument. 

• The LLNL scanning colloidal borescope adds an additional feature to 
the basic design of the Kearl and Foster and Fyda instruments: the 
plane of focus is continuously adjustable over a distance of almost 1/2 
meter, so that once the tool has been placed at a target depth, a range 
of image “planes” can be visualized without movement of the tool. This 
is thought to offer more flexibility in locating optimum particle fields 
for logging without creating turbulence as the tool is repositioned. 

• Because the SCBFM directly visualizes particle transport across the 
borehole, velocities are estimated using only simple calibrations of the 
camera objective. However, the tool is subject to the same biases as the 
HPL and other borehole-deployed devices, in that the presence of the 
sandpack and screens unavoidably alter flow lines near the well. Kearl 
(1997) has stated that borescope measurements in the field should be 
reduced by a factor of from one to four to calculate fluid velocities in 
adjacent aquifers, and that the observed velocities represent an upper 
limit to true aquifer flow rates. 

Analysis of aquifer response, groundwater flow, and plume evolution 

Summary 

These measurements expanded on a previous analysis of the hydrogeol-
ogy, ISPFS results, aquifer response, and changes in the TCE groundwater 
plume at OU 1 (Oldenburg et al. 2002). This incorporated new information 
including treatment system totalizer data, recent water level and chemistry 
data, and data collected from new wells to discern trends in contaminant 
migration and groundwater flow that may be useful for ongoing remedia-
tion efforts.  
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Data and data transfer 

The company MacTec (Oakland, CA) provided well, water level, and chem-
istry data in electronic form. New well coordinates for all the wells, includ-
ing wells installed after those analyzed in Oldenburg et al. (2002), were 
provided based upon a new state plane. Additional water levels from the 
period from the second quarter of 2000 through the last quarter of 2003, 
inclusive, were provided. Groundwater chemistry data were provided that 
extended the period of coverage from the beginning of 1986 to the end of 
2003. The earliest chemistry records analyzed in Oldenburg et al. (2002) 
were from the second quarter of 1992 and the most recent were from 
2000.  

Well coordinates used in Oldenburg et al. (2002) were apparently sur-
veyed relative to two different state planes depending upon when the well 
was installed. Wells surveyed to the earlier state plane were resurveyed 
relative to the newer state plane and new coordinates provided. Compari-
son of the old and new well coordinates revealed that the coordinates for 
extraction wells EW-OU1-17-A and –18-A apparently had not been up-
dated to the new state plane. Comparison of the other early OU 1 wells re-
vealed a relatively consistent difference in the coordinate values. This dif-
ference (+22.80 easting, -8.52 northing) was applied to the extraction well 
coordinates in order to place them in the proper position relative to the 
other wells. The former well PZ-OU1-31-A was changed to MW-OU1-31-A 
to conform to MacTec’s naming convention.  

Water level and chemistry data were imported into GIS\Key™ using utili-
ties provided with the program. These utilities perform a variety of integ-
rity checks. Any errors resulting from these checks must be resolved prior 
to import. We analyzed the data and made figures using GIS\Scout™ and 
AutoCAD™. 

Totalizer data (cumulative volume of water produced) for the extraction 
wells from the second quarter of 1999 through the end of 2003 were pro-
vided by Ahtna Governmental Services Corporation (AGSC). These data 
were stored in Excel™, from which graphs depicting average flow from 
each well through time were developed. 
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Precipitation 

Precipitation data from the Fritzsche AAF meteorological station are only 
available for the years 1969 to 1978. The least squares fit of the annual 
precipitation at this station versus the Monterey station is shown on Fig-
ure 7. This shows that the precipitation at OU 1 (adjacent to the Fritzsche 
AAF station) is generally 86% of the Monterey precipitation minus one 
inch (0.025 m). Rather than apply this correction to the Monterey data, 
the Monterey totals are assumed to apply to OU 1 throughout this report. 

 
Figure 7. Comparison of precipitation totals at 

Monterey and Frizsche AAF meteorological stations.  

Monthly precipitation totals for the period January 2001 to August 2003 
were downloaded from the National Oceanic and Atmospheric Admini-
stration data server for the Monterey meteorological station. An updated 
hydrologic year precipitation total chart for the Monterey station is shown 
in Figure 8. The hydrologic year is July 1st to June 30th.  
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Figure 8. Jordan et al. Hydrologic year (July 1st to June 30th) precipitation totals at Monterey 

meteorological station. 

Hydrostratigraphic model 

Elements of the hydrostratigraphic model presented in Oldenburg et al. 
(2002) are occasionally referenced in this report. Briefly, this hydrostrati-
graphic model consists of four sand layers and three clay layers. The clay 
layers collectively comprise the FO-SVA. The sand and clay layers are 
numbered independently from the deepest to the shallowest. The clay lay-
ers range up to 12 ft (3.6 m) thick and average approximately 5 ft (1.5 m) 
thick. Sands 1, 2, 3, and 4 average 15, 6, 8, and 92 ft (4.6, 1.8, 2.4, and 28 
m) thick, respectively.  

The deepest layer in the model is Clay 1. Clays 1 and 2 and intervening 
Sand 1 are continuous throughout the area. Clays 3 and 4 are discontinu-
ous and consist of two patches each within OU 1. The northwestern patch 
of Clay 4 is sometimes referred to as the “Airfield Clay.” Sands 2 and 3 are 
discontinuous and pinch out between the adjacent clay layers in places. 
Sand 4 is continuous throughout OU 1.  
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Simulation of in-situ permeable flow sensors for measuring 
groundwater velocity 

Summary 

Numerical simulations of three-dimensional non-isothermal flow around a 
Hydrotechnics® ISPFS were made to investigate temperature profiles 
along the instrument that might give rise to spurious indications of down-
ward flow. The flow sensor operates by constant heating of a nearly one-
meter-long, 5 cm diameter cylindrical probe, which contains 30 thermis-
tors in direct contact with the formation. The temperature evolution at 
each thermistor can be inverted to obtain an estimate of the groundwater 
flow velocity vector (i.e., horizontal and vertical components, and azi-
muth). Data were monitored from three Hydrotechnics® in-situ perme-
able flow sensors installed in a shallow aquifer comprised of unconsoli-
dated dune sand bounded below by a clay aquitard at the former Fort Ord 
Army Base. While the magnitudes of the vertical velocities were expected 
to be much less than the horizontal velocities at this site because of the 
underlying clay layer, standard data analysis of the flow sensor data sug-
gested a strong and unexpected component of downward flow. In order to 
investigate these large downward flow velocities, we conducted numerical 
simulations to study the effect of different combinations of thermal con-
ductivity and permeability on the temperature profile around the sensor. 
These simulations show that a decrease in the thermal conductivity of the 
formation near the bottom of the sensor can perturb the temperature pro-
files along the instrument in such a manner that the temperature shift 
could be interpreted by the standard data analysis as downward flow, even 
though the flow is actually horizontal.  

Horizontal and vertical flow velocities 

Horizontal and vertical components of groundwater flow estimated at Fort 
Ord from the Hydrotechnics flow sensor data are summarized in Table 1 
for the three working flow sensors at Fort Ord, designated as OU1-36, 
OU1-37, and OU1-39. Although nearly continuous data from the flow sen-
sors have been collected since January 2001, the results presented in the 
table are from mid-2003 and are representative of the relative magnitudes 
of the horizontal and vertical velocities estimated by the flow sensors over 
the time period that data have been recorded. In OU1-36, the horizontal 
flow velocity estimated from the flow sensor was nearly an order of magni-
tude less than the vertical velocity, while the horizontal velocities in OU1-
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37 and OU1-39 were nearly the same as the vertical ones. The vertical ve-
locities are expected to be much less than the horizontal velocities because 
of the underlying low permeability clay layer.  

Table 1 also presents the horizontal Darcy velocities calculated for mid-
2003 using the average hydraulic conductivity of 1.8 × 10-5 m/s estimated 
from pump tests (Oldenburg et al. 2002) and the hydraulic gradient ob-
tained from water level measurements. The Darcy velocities are remarka-
bly similar to the horizontal Darcy velocities estimated from the flow sen-
sors, differing by only up to a factor of two. This provides confidence that 
the flow sensors are giving reasonable estimates for the horizontal veloci-
ties. 

Table 1. Summary of horizontal and vertical flow velocities at Fort Ord. 

 OU1-36 OU1-37 OU1-39 

Well screen (m) 15.5 - 24.5 18.8 - 26.4 21.1 - 28.6 

Flow sensor (m) 24.5 - 26.1 26.4 - 27.8 28.6 - 30.2 

Distance from sensor base to 
clay (m) 

1.3 0 0.45 

Vertical velocity - flow sensor, 
mid-2003 (m/s) 

-1.12 × 10-6 -4.21 × 10-7 -3.51 × 10-7 

Horizontal velocity - flow sen-
sor, mid-2003 (m/s) 

1.0 × 10-7 3.3 × 10-7 4.6 × 10-7 

Hydraulic Gradient (2nd quar-
ter 2003) 

0.0058 0.0090 0.027 

Horizontal Darcy velocitya 
(m/s) 

1.0 × 10-7 1.6 × 10-7 4.9 × 10-7 

aCalculated with hydraulic gradient and hydraulic conductivity of 1.8 × 10-5 m/s from pump tests.  

 

Vertical profiles of groundwater temperature in observation wells can also 
provide information on horizontal and vertical groundwater flow (e.g., Lu 
and Ge 1996; Reiter 2001). Downward groundwater flow typically pro-
duces a concave upward temperature profile (Figure 9a) because of the 
cooler shallower water advecting downward, while upward flow causes the 
temperature profile to be convex upward since warmer water from below 
is advected up (Figure 9b). Horizontal flow that brings cool water also 
produces a temperature profile that is concave upward (Figure 9a), while 
warm horizontal flow causes a convex upward temperature profile (Figure 
9b). Although it is usually difficult to distinguish between predominantly 
horizontal and vertical flow from these profiles, a temperature profile that 
decreases at shallow depths and then increases at greater depths indicates 
the importance of cool horizontal flow (Figure 9c). Downward flow only 
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cannot lower the temperatures below the coolest temperatures observed at 
the top of the flow zone (e.g., Mansure and Reiter 1979). In addition, den-
sity driven vertical flow tends not to occur if temperatures decrease with 
depth.  

Ambient groundwater temperature profiles recorded in March 2004 over a 
2.4 - 3.0 m section of the OU1-36 and OU1-39 monitoring wells at Fort 
Ord are shown in Figure 9. Although only a shallow portion of the tem-
perature profile was recorded (the profiles were recorded to the well bot-
tom), the temperatures in this interval decrease with depth which is simi-
lar to the upper portion of the profile shown in Figure 3c. Reiter (2001) 
estimated a horizontal flow component that was two orders of magnitude 
larger than the vertical component for a profile similar to Figure 3c. While 
this type of temperature profile does not completely rule out the possibility 
of vertical flow, it does suggest that a strong horizontal flow component 
exists in the formation. 
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Figure 9. Schematic of groundwater temperature profiles with depth. 

Ambient groundwater temperature profiles recorded in March 2004 over a 
2.4–3.0 m section of the OU1-36 and OU1-39 monitoring wells at Fort Ord 
are shown in Figure 10. Although only a shallow portion of the tempera-
ture profile was recorded (the profiles were recorded to the well bottom), 
the temperatures in this interval decrease with depth, which is similar to 
the upper portion of the profile shown in Figure 9c. Reiter (2001) esti-
mated a horizontal flow component that was two orders of magnitude lar-
ger than the vertical component for a profile similar to Figure 9c. While 
this type of temperature profile does not completely rule out the possibility 
of vertical flow, it does suggest that a strong horizontal flow component 
exists in the formation. 
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Figure 10. Measured groundwater temperature profiles 

in observation wells OU1-36 and OU1-39 at Fort Ord. 

Grid generation and model development 

Three-dimensional simulations were conducted using TOUGH2 (Pruess et 
al. 1999) to investigate the possible reasons for the high downward flow 
velocities estimated by the Hydrotechnics® flow sensors. Conformal map-
ping was used to generate a three-dimensional grid for simulating flow 
and heat transport near a Hydrotechnics® flow sensor. Because conformal 
maps are angle preserving, the grid that is generated follows the orthogo-
nality requirement of the integral finite difference method used in 
TOUGH2. The simulation domain generated using conformal mapping is 
also computationally efficient because the grid is highly refined near the 
region of interest (i.e., the flow sensor) and then decreases in refinement 
with increasing distance. For this study, a grid was mapped into a semi-
infinite plane outside a half circle with a radius, r, of 0.025 m that repre-
sented half of the sensor using the mapping w→1/z, where w and z are 
complex numbers. Figure 11 shows the plan view of the grid domain cre-
ated by the mapping of the regularly spaced Cartesian array from inside 
the half circle into the semi-infinite domain. The semi-infinite domain is 
then truncated into the bounded triangular shape shown, with a maximum 
distance of 0.6 m from the center. The inside of the half circle represents 
the location of the flow sensor where heat is generated and no flow is al-
lowed to take place. The region outside of the half circle is the formation 
where flow occurs. A total of 17 layers were used in the simulations, as dis-
cussed below. 
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Since we are only interested in examining flow and heat transport in the 
immediate vicinity of the flow sensors, a saturated groundwater flow 
model was used since the flow sensors are located below the water table. 
Eight modeling scenarios were conducted, and a summary of the parame-
ters used in the different scenarios is provided in Table 2. The following 
parameters were varied in the simulations to examine the effect they had 
on the temperature profile along the heated flow sensor: 

• thermal conductivities 
• permeabilities 
• thickness of sand layer between the sensor bottom and clay layer. 

 

r = 0.025 m 

sensor 
perimeter 

Figure 11. Plan view of the numerical grid generated using conformal mapping of flow and 
heat transport near a Hydrotechnics® flow sensor. 
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Table 2. Summary of parameters used in the three-dimensional simulations 
of flow and heat transport around a Hydrotechnics® flow sensor. 

Simulation 
Scenario 

Flow  
Direction/ 
Flow Velocity 
(m/s) 

Thermal 
Conductivity (W/m°C) 
      Kt,1            Kt,2 

Sand layer 
thickness be-
tween sensor 
and clay layer 
(m) 

Permeabilities (m2) 

1 Horizontal 
2.5 × 10-7 

2.1 
layers 1-17 

-- N/A 2 × 10-12, layers 1-17 

2 Horizontal 
2.5 × 10-7 

2.1 
layers 1-13 

1.0; 1.8 
layers 14-17 

0 2 × 10-12, layers 1-17 

3 Horizontal 
2.5 × 10-7 

2.1  
layers 1-17 

-- N/A 2 × 10-12, layers 1-13 
2 × 10-18, layers 14-17 

4 Vertical 
5 × 10-7 

2.1 
layers 1-17 

-- N/A 2 × 10-12, layers 1-17 

5 Horizontal 
2.5 × 10-7 

2.1 
layers 1-14 
layers 1-15 
layers 1-16 

1.0 
layers 15-17 
layer 16-17 
layer 17 

 
0.072 
0.144 
0.288 

2 × 10-12, layers 1-17 

6 Horizontal 
2.5 × 10-7 

2.1 
layers 1-17 

-- N/A 2 × 10-12, layers 1-11 
1 × 10-12, layers 12-17 

7 Horizontal 
2.5 × 10-7 

2.1 
layers 1-17 

-- N/A 2 × 10-12, layers 1-11 
4 × 10-12, layers 12-17 

8 Horizontal 
2.5 × 10-7 

2.1 
layers 1-11; 14-
17 

2.0  
layers 12-13 

N/A  
 

2 × 10-12, layers 1-17 

 
A 17 layer model was used for all the modeling scenarios. The top and bot-
tom layers (layers 1 and 17, respectively) had thicknesses of 0.288 m, lay-
ers 2 and 16 had thicknesses of 0.144 m, and the remaining eleven layers 
had thicknesses of 0.072 m (Figure 12). The heated portion of the flow 
sensor was represented by nine layers in the center (layers 5-13). Horizon-
tal flow was imposed across the domain in all the scenarios except for Sce-
nario 4 where vertical flow was imposed. The density and the porosity of 
the sand and clay were the same in all the simulations, 2650 kg/m3 and 
0.3, respectively. The saturated thermal conductivities used in the simula-
tions were 2.0 and/or 2.1 W/m°C for the sand and 1.0 or 1.8 W/m°C for 
the clay. These values are within the range of thermal conductivity values 
measured for these soil types (van Wijk and de Vries 1966; de Marsily 
1986).  
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Figure 12. Seventeen-layer model used in the simulations. 

The thermal conductivity and permeability in all 17 layers were uniform in 
Scenarios 1 and 4. In Scenario 2, layers 14-17 had a lower thermal conduc-
tivity compared to the layers above it to represent the clay aquitard. In 
Scenario 3, the permeability in layers 14-17 was lowered to 2 × 10-18 m2 
while the permeability in the remaining layers remained at 2 × 10-12 m2. A 
sand layer separated the sensor bottom and the top of the clay aquitard in 
Scenario 5. A thermal conductivity of 2.1 W/m°C was assigned to the ap-
propriate combination of layers 14, 15, and 16 to create a sand layer with a 
thickness of 0.072 m (layer 14), 0.144 m (layers 14-15), or 0.288 m (layers 
14-16). A thermal conductivity of 1.0 W/m°C was assigned to the clay aqui-
tard below this sand layer. The permeability in layers 12-17 was decreased 
and increased in Scenarios 6 and 7, respectively, by a factor of 2 relative to 
the permeability assigned to layers 1-11. In Scenario 8, the thermal con-
ductivity of layers 12 and 13 was set at a slightly lower value than the re-
maining layers.  

Time-invariant pressure boundary conditions were specified along the up-
stream and downstream boundaries to create horizontal flow across the 
domain, and on the top and bottom layers of the domain to create vertical 
flow (Scenario 4 only). The horizontal flow velocity in the simulations was 
around 2.5 × 10-7 m/s, while the vertical flow velocity in Scenario 4 was 
approximately 5 × 10-7 m/s. These velocities were around the same magni-
tude as the velocities estimated by the flow sensors at Fort Ord (Table 1).  
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Isothermal flow simulations were initially run until steady flow conditions 
were established. After reaching steady-state, a total of 35 watts of heat 
was then applied to the boundary nodes located along the half circles in 
the nine layers representing the heated portion of the sensor. The rate at 
which heat was applied to each boundary node was proportional to the in-
terface areas of the boundary grid blocks. The heater power used at Fort 
Ord was approximately 70 watts; therefore, 35 watts was used in our simu-
lations since only half of the sensor was modeled.  

Inorganic contaminant sampling and analyses 

Sampling 

Trace metal clean techniques, as delineated in Creasey and Flegal (1999), 
were used for all sample preparation and sampling techniques, to the ex-
tent possible using existing wells and pumping systems. Groundwater was 
also directly sampled from a well OU1-36 with a bailer using an acid-
cleaned bailer to determine whether comparable levels of trace element 
concentrations would be obtained with the two techniques. This was done 
to test the disparity in results in groundwater analyses in samples collected 
with the two different methodologies, as described in Creasey and Flegal 
(1999). 

Filtered water samples for the analysis of Cr(VI), dissolved organic carbon 
(DOC), and nutrients were filtered (Osmonics™ polypropylene, 0.45 µm 
calyx filter cartridge), while unfiltered samples were collected for the 
analysis of total chromium. The total chromium and Cr(VI) samples were 
collected in acid-clean low density polyethylene (LDPE) bottles. They were 
rinsed (5x) with the groundwater before being filled, then were encased in 
two LDPE bags and were stored on ice. The DOC samples were collected in 
5 mL glass vials; and the nutrient samples were collected in 30 mL LPDE 
bottles, which were cleaned with 1% (reagent grade) HCl. Immediately af-
ter sampling, DOC and nutrients samples were refrigerated until analysis. 

Chromium analyses: The Cr(VI) samples were analyzed within 48 hours of 
collection. They were first put through a liquid membrane extraction in 
order to separate Cr(VI) from Cr(III) substrates (Djane 1999; Ndung’u 
1999). Samples were then analyzed with the graphite fluorescent atomic 
absorption spectrometer (GFAAS) system.  
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Total dissolved (< 0.45 µm) chromium samples were filtered in the lab 
within a few hours of collection. These samples were returned in either 
new 500 mL TMC LDPE or its original LDPE bottle, which were rinsed 5 
times in between stages with high purity (18 Ω cm) water [Millipore Milli-
Q water™ (MQ)]. Five hundred mL aliquots were acidified with 2 mL of 
6M high purity HCl, and were then stored until analysis. Total dissolved 
chromium concentrations, as well as those for manganese and iron were 
determined with a Finnegan Element high resolution, magnetic sector in-
ductively coupled plasma-mass spectrometer (HR-ICP-MS) using indium 
as an internal standard for each sample. Along with the groundwater sam-
ples, certified standard reference material for trace elements in natural 
water (SRM 1640) of the National Institute of Standards and Technology 
(NIST) were analyzed concurrently. Calculated maximum detection limits 
(MDLs) were 0.01 µg/L for total chromium, 0.02 µg/L for manganese, and 
0.1 µg/L for iron. The average recoveries for each element in the SRM was 
>96 %.  

Other trace element analyses: Analyses of cadmium (Cd), cobalt (Co), cop-
per (Cu), nickel (Ni), lead (Pb), and zinc (Zn) were made with a Finnegan 
ELEMENT high resolution inductively coupled plasma mass spectrometer 
(HR-ICP-MS). Following UV-oxidation, the solutions were prepared with 
deionized water (18 MΩ cm-1) from a Milli-Q® analytical reagent grade 
water purification system (Millipore, Bedford, MA). HNO3 (Optima grade, 
Fisher Scientific, Pittsburgh, PA) was diluted with Milli-Q® to make up 1.5 
M HNO3 eluent, and then spiked with 10 µg/L each of 103Rh and 69Ga to be 
used as an internal standard. Acetic acid/ammonia buffer solution was 
prepared by slow addition of 15 mL of aqueous ammonia (20–22%, Op-
tima grade, Fisher Scientific) to 13 mL of glacial acetic acid (trace metal 
grade, Fisher Scientific), diluted to 500 mL in an acid cleaned polyethyl-
ene bottle. The pH was adjusted to pH 5.0 with ammonia or acetic acid. A 
pH 5.0 wash solution was prepared by a ten-fold dilution of the above 
buffer and adjusted to pH 5.0 with HNO3. The pH 9.0 buffer was similarly 
prepared by adding 18 mL of ammonia solution to 13 mL of glacial acetic 
acid and making up to 500 mL. For external calibration determination, 
multi-element working standard solutions were prepared by dilution of 
1000 µg/L stock solutions in 1.5 M HNO3. Working standard solutions 
were acidified with hydrochloric acid to the same pH as the samples. Other 
analyses of iron (Fe) and manganese (Mn) concentrations were then made 
with direct injections into an inductively coupled plasma optical emission 
spectrometer (ICP-OES). 
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Quality assurance/quality control of trace element analyses 

In addition to the use of trace metal clean protocols in sample collection, 
processing, and analyses, concurrent analyses of reference materials and 
blanks were made to establish the Quality Assurance/Quality Control 
(QA/QC) of the measurements. National Research Council of Canada 
(NRCC) certified reference materials for trace elements in water SLEW-1, 
SLEW-2 and SLRS-1 were used to assess the accuracy of the analyses. 
Measured and certified values of trace element concentrations of those 
reference materials are listed in Table 3. Minimum detection levels (MDL) 
of the analyses, based on 3-standard deviations of the blanks are listed in 
Table 4.  

Comparisons of the QA/QC with previous measurements of trace metal 
concentrations were limited. No values for reference materials concur-
rently analyzed in previous trace element measurements were reported. In 
addition, previously reported MDLs were markedly higher (e.g., orders of 
magnitude) than the new MDLs. For example, the MDL for cobalt (0.0018 
µg/L) for the study was 100-fold less than the previous reported value (1.0 
µg/L), as was the MDL for copper (0.267 µg/L: 1.8 µg/L); and the MDL for 
lead (0.0022 µg/L) was 1000-fold lower than previously reported values 
(e.g., 1.6 µg/L), as was the MDL for zinc (16.5 µg/L: 0.0442 µg/L). That 
difference in sensitivity also limited comparisons of most of the new 
measurements with previous measurements, because most previous trace 
element measurements were below the MDL and, therefore, reported as 
non-detected (ND).  

Table 3. Measured and certified values of trace element concentrations of NRCC reference 
materials (SLEW-1, SLEW-2, SLEW-3, and SLRS-1) processed and analyzed concurrently with 

trace element measurements in groundwater samples collected at OU 1. 

Analyte SLEW-2 
measured 
value 

SLEW-2 
certified 
value 

SLEW-2 
recovery 
(%) 

SLRS-1 
value 
(%) 

SLRS-1 
certified 
value 

SLRS-1 
recovery 
(%) 

SLEW-3 

measured 
value 

SLEW-3 
certified 
value 

SLEW-3 
recovery 
(%) 

Cd (µg/L) 0.0182 0.0190 96 0.0193 0.0150 129    

 0.0170 0.0190 90       

 0.0176 0.0190 93       

 0.0168 0.0190 88       

 0.0162 0.0190 85       

 0.0179 0.0190 94       

 0.0153 0.0190 81       

Fe (mg/L)    0.0351 0.0315 111    

    0.0348 0.0315 111    

 



ERDC/CERL CR-06-2 32 

Analyte SLEW-2 
measured 
value 

SLEW-2 
certified 
value 

SLEW-2 
recovery 
(%) 

SLRS-1 
value 
(%) 

SLRS-1 
certified 
value 

SLRS-1 
recovery 
(%) 

SLEW-3 

measured 
value 

SLEW-3 
certified 
value 

SLEW-3 
recovery 
(%) 

Mn (mg/L) 0.0160 0.0171 94 0.0019 0.0018 105    

 0.0157 0.0171 92 0.0018 0.0018 103    

Co (µg/L) 0.0743 0.0550 135 0.0359 0.0430 84 0.0423 0.0420 101 

 0.0768 0.0550 140    0.0459 0.0420 109 

 0.0773 0.0550 140    0.0426 0.0420 101 

 0.0743 0.0550 135    0.0416 0.0420 99 

 0.0772 0.0550 140    0.0436 0.0420 104 

 0.0780 0.0550 142    0.0443 0.0420 106 

 0.0766 0.0550 139       

Ni (µg/L) 0.7359 0.7090 104 1.1143 1.0700 104 1.1379 1.2300 93 

 0.7178 0.7090 101    1.2388 1.2300 101 

 0.6834 0.7090 96    1.2198 1.2300 99 

 0.7337 0.7090 103    1.2688 1.2300 103 

 0.6756 0.7090 95    1.2754 1.2300 104 

 0.7048 0.7090 99    1.1778 1.2300 96 

 0.6822 0.7090 96       

 0.7215 0.7090 102       

Cu (µg/L) 1.8103 1.6200 112 3.9738 3.5800 111 1.6374 1.5500 106 

 1.7285 1.6200 107    1.5730 1.5500 101 

 1.6297 1.6200 101    1.6990 1.5500 110 

 1.7207 1.6200 106    1.6885 1.5500 109 

 1.7146 1.6200 106    1.6846 1.5500 109 

 1.7097 1.6200 106    1.7213 1.5500 111 

 1.7135 1.6200 106       

 1.7516 1.6200 108       

Zn (µg/L) 1.3395 1.1000 122 1.3449 1.3400 100    

 1.2056 1.1000 110       

 1.1127 1.1000 101       

 1.1792 1.1000 107       

 1.2048 1.1000 110       

 1.1289 1.1000 103       

 1.1789 1.1000 107       

 1.2592 1.1000 114       

Pb (µg/L) 0.0219 0.0270 81 0.1515 0.1060 143 0.0092 0.0090 102 

 0.0204 0.0270 76       

 0.0229 0.0270 85       

 0.0251 0.0270 93       

 0.0230 0.0270 85       

 0.0234 0.0270 86       

 0.0233 0.0270 86       
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Table 4. Method blanks and detection limits 
for trace element analyses of groundwater at OU 1. 

FORT ORD 2003 METHOD BLANKS AND METHOD DETECTION LIMIT 

ID 
Cd 
(µg/L) 

Fe 
(mg/L) 

Mn 
(mg/L 

Co 
(µg/L) 

Ni  
(µg/L) 

Cu 
(µg/L) 

Zn 
(µg/L) 

Pb  
(µg/L) 

QB-1 
0.001
2 0.0010 0.0000 0.0015 0.0015 0.0535 ND 0.0044 

QB-2 
0.001
0 0.0008 0.0001 0.0017 0.0160 0.0521 ND 0.0039 

QB-3 
0.001
9 0.0003 0.0002 0.0025 0.0233 0.0541 ND 0.0034 

QB-4 
0.002
1 0.0018 0.0002 0.0026 0.0066 0.0317 ND 0.0050 

QB-5 
0.001
2 0.0009 0.0001 0.0019 0.0128 0.0426 ND 0.0052 

QB-6 
0.001
3 0.0011 0.0002 0.0009 0.0176 0.0413 ND 0.0051 

QB-7    0.0053 0.0904 0.0347 ND 0.0036 

QB-8    0.0001 ND 0.0638 ND 0.0009 

QB-9    ND ND 0.0694 ND 0.0017 

QB-10    0.0005 0.0118 0.0702 ND 0.0020 

QB AVG 
0.001
4 0.0010 0.0001 0.0019 0.0130 0.0459 ND 0.0045 

QB STDV 
0.000
4 0.0005 0.0001 0.0006 0.0079 0.0089 0.0147 0.0007 

MDL 
0.001
3 0.0015 0.0002 0.0019 0.0236 0.0267 0.0442 0.0022 

ND = non-detected 

On-line sampling system 

An on-line sampling system for trace element collections and processing 
was installed on the groundwater monitoring wells and located at various 
sites to monitor VOC contamination in the OU 1 aquifer (Figure 2). After a 
preliminary examination of the monitoring wells, it was determined that 
the sampling equipment (pipes, pumps, and tubing) used on-site was suf-
ficiently trace metal clean to be suitable for collecting samples for rela-
tively low level trace metal concentration measurements. As a result, exist-
ing sampling equipment was modified to enable additional collections of 
samples for complementary trace element analyses. 

The automated sampling setup involves pumping groundwater from the 
wells through cation exchange mini-columns (part #MC-1CNM, Global-
FIA, Fox Island, WA) packed with Toyopearl AF-Chelate-650M iminodi-
acetate resin (Tosohaas, Montgomeryville, PA). Use of this resin allows the 
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extracted metals in the column to be easily preserved and eliminates the 
lengthy logistics and laborious preservation techniques associated with the 
collection of water using sample bottles (Creasey and Flegal, 1999; 
Ndung’u et al, 2003). The resin columns are subsequently returned to the 
laboratory, where the trace metals are eluted with dilute, quartz-distilled 
HNO3 (Optima® grade, Fisher Scientific, Pittsburgh, PA) and analyzed for 
elemental concentrations with a magnetic sector inductively coupled 
plasma mass spectrometer (Finnigan ELEMENT, Thermo Electron Corpo-
ration, Bremmen, Germany) using a Glass Expansion Conikal nebulizer 
and a Scott-type double pass spray chamber cooled to 10° C (Ndung’u et 
al., 2003).  

All the monitoring wells are connected to an eight channel peristaltic 
pump (Rainin Instruments, Oakland, CA) via small gauge (1/16 in.) PVC or 
Teflon tubing. The pump is connected to an electrically activated 10-port 

multi-position valve (Valco Instruments, Houston, TX), which directs the 
flow from a single well to a second multi-position valve which redirects the 
flow to a specific cation exchange column. A separate line designated for 
waste is attached to the second multi-position valve (Figure 3). Between 
each discrete sample, the sample line is flushed with groundwater from the 
next well to be sampled and that water is redirected into a waste container. 
The duration of flushing is dependent upon the speed of the pump, but is 
long enough to completely replace the water currently in the line with 
groundwater from the next well to be sampled. This systematic flushing 
ensures that the columns are always exposed to uncontaminated water 
from the correct well. The peristaltic pump and valve switching are con-
trolled by a simple computer program written in Pascal (Turbo Pascal v. 
5.5 and 6.0, Borland, Scotts Valley, CA). 

Weather sampling system 

A Real-time Environmental Information Network and Analysis System 
(REINAS) meteorological station (Rosen et al. 1998) was installed at the 
Fort Ord Natural Reserve. The station allows real-time weather conditions 
at the site to be remotely monitored over the Internet. The weather station 
is connected to the UCSC (LAN) networks and Internet T1 connection via a 
33-mile line-of-sight wireless link. Using two 900 MHz, 128 Kbaud trans-
ceivers, the REINAS meteorological station is connected by a point-to-
point link to a relay computer in the Santa Cruz Mountains. From there, 
the relay computer is attached to the Internet with a wired DSL line, allow-
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ing computers at the Fort Ord site access to the network. The REINAS 
software package uses a multi-stream capable publisher that allows multi-
ple programs access to the current weather data from the meteorological 
equipment. For the system at Fort Ord, the main instrument on the 
REINAS Weather Station is the rain gauge. 

Automated sampling system 

In order to remotely trigger the pump to begin sampling, two computer 
programs are needed. The first program, RCHECK, analyzes the real-time 
meteorological conditions while the second program, AUTO, controls the 
pump and sample collection automation. By using the REINAS software 
libraries, RCHECK acts as a REINAS client program, giving it access to the 
current weather data produced by the meteorological station. The 
RCHECK program then monitors a user defined instrument on the 
weather station (i.e., rain gauge) and waits for the value of this instrument 
to reach a user defined trigger level. Once the desired trigger value is 
reached, the RCHECK program sends a signal through a serial line to the 
pump directing the pump program to start. RCHECK then logs the date 
and time the signal was sent, along with whether or not the pump control 
program sent back an acknowledgement. A script is then run which e-
mails a message to a list of people informing them of the sample collec-
tion. 

The control of the sampling set-up (i.e., switching of the peristaltic pump 
and multi-position valves) is by a computer via digital TTL signals using a 
digital I/O card (DCI SmartLab 8255 I/O card, Decision Computers, Tai-
wan). The program that controls the I/O card was written in Pascal (Turbo 
Pascal v. 5.5 and 6.0, Borland, Scotts Valley, CA). The program was a slight 
modification of the one used by Malcus et al. (1996) for automated trace 
element enrichment in the lab which required user input through a menu 
system to load a specific program and/or perform operations.  

That code was modified to eliminate the menu system and, instead, use 
predetermined settings to initialize the program for its sampling opera-
tions. The program was further modified to initiate when it received a sig-
nal over the serial port from the REINAS client program, RCHECK. The 
modified pump automation program polls the serial line waiting for a sig-
nal, and then it performs the sample preload operation when a signal is 
received. After the pump program has completed, it returns to polling the 
serial line for another signal to start pumping again. Thus the combined 
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use of the three programs (REINAS, RCHECK and AUTO) allows full 
automation of entire sampling process during a user defined rainfall pe-
riod. 
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3 Results and Discussion 

Groundwater flow monitoring technologies 

ISPFS 

Three of the ISPFSs installed in 1999 have produced reasonable data since 
that time, and data extracted from these devices, associated with MW-
OU1-36-A, MW-OU1-37-A, and MW-OU1-39-A, are discussed in this re-
port. Detailed analyses of the entire records for these sensors, and how 
their data correlate with aquifer characteristics at the site, are presented in 
a companion report (Jordan et al. 2005). Preliminary evaluation of ISPFS 
data from the site indicated suspiciously large vertical components to 
groundwater flow; in some cases downward vectors were calculated to be 
as large or larger than the horizontal vectors calculated with the Hydro-
technics® data processing software, HTFlow95. Since this result was 
highly counterintuitive, given installation in a homogeneous sand aquifer 
with very low water-table gradients, a detailed simulation analysis of 
ISPFS thermal behavior was executed (Su et al. 2005; in press). The reader 
is referred to this work for greater detail. Owing to possible complications 
described in the simulation study, vertical components of flow are not pre-
sented here. 

Logging with the HPL and SCBFM systems took place between March 17 
and March 25, 2004. Both horizontal flow velocity and azimuth were very 
stable, as had been the case for these sensors. During this interval, pump-
ing was continuous on extraction well EW-OU1-17-A. Azimuth values were 
corrected for magnetic declination based on compass readings taken dur-
ing installation of the ISPFS devices. Velocities and azimuths for the data 
are shown in Table 5. Means and standard deviations of direction were cal-
culated utilizing Yamartino’s method (Yamartino 1984). 

Table 5. Comparison of ISPFS azimuth and horizontal flow velocities 
at OU 1, March 14 to March 22, 2004. 

Source MW-OU1-36-A MW-OU1-37-A MW-OU1-39-A 

Azimuth 312±1.4° 311±0.3° 298±1.33° 

Horizontal velocity 1.52 ft/day 0.107 ft/day 0.154 ft/day 

 
Further discussion of the response of the ISPFS sensors to changes in ex-
traction well pumping rates can be found in Jordan et al. (2005). 
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Hydrophysical logging 

Logging of fluid electrical conductivity (FEC) and temperature was con-
ducted by RAS, Integrated Subsurface Evaluation, Inc., in monitoring well 
MW-OU1-39-A on March 23, 2004, and well MW-OU1-36-A on March 24 
and March 25, 2004. Although an attempt to introduce the HPL tool into 
MW-OU1-37-A was made on March 24, a bend in the casing approxi-
mately 20 feet below the ground surface prevented entry. 

Details of the lithology and construction of the combined ISPFS/monitor-
ing wells installed in 1999 can be found in Oldenburg (2002). Monitoring 
well MW-OU1-36-A is a 2-inch diameter, pvc cased well with a screen from 
51 to 81 ftbgs. Groundwater was reached at 63.42 feet below ground sur-
face prior to an initial “ambient” HPL scan to establish background con-
ductivity and temperature conditions on March 24, 2004. Emplacement of 
deionized water took place the following morning, in the same manner de-
scribed in Wilson et al. (2001). The HPL tool was calibrated with salt solu-
tions prior to insertion in the well and placed just below the water surface. 
Then 20 µS/cm water was pumped into the well with a peristaltic pump 
through a tube inserted to the bottom of the well. Thirty-seven gallons of 
low FEC water were injected, while 35.3 were extracted, all the while 
monitoring the HPL conductivity readings to detect the time at which for-
mation water had been displaced by the low FEC fluid. Subesquent logging 
of the well was performed at approximately hourly intervals. A total of 8 
scans were completed, as shown in Figure 13. 
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Figure 13. Hydrophysical logging data from MW-OU1-36A, March 25, 2004: depth profile of 
electrical conductivity (a) and fluid temperature (b) following an initial scan of ambient 
conditions (dotted lines), replacement of borehole fluid with deionized water, and reinfiltration 
with formation water. 

MW-OU1-39-A is also a 2-inch, pvc cased monitoring well with a screened 
interval between 69.5 and 94.5 feet. The ambient water level prior to initial 
scanning was 86.70 feet below the ground surface on March 23, 2004. 
Setup, tool calibration, ambient scanning, low FED fluid emplacement and 
logging took place on the same day and the following morning, and was 
performed as described above. There were 12 post-emplacement scans in 
all (Figure 14). Both monitoring wells exhibited reasonably uniform rates 
of FEC displacement over the vertical extent of logging, and the results 
were calculated by treating the entire borehole as a single “inflow feature.” 
The interval specific flow rate, borehole velocities and specific discharge 
values for these wells are shown in Table 6. 
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Figure 14. Hydrophysical logging data from MW-OU1-39A, March 23, 2004: depth profile of 
electrical conductivity (a) and fluid temperature (b) following an initial scan of ambient 
conditions (dotted lines), replacement of borehole fluid with deionized water, and reinfiltration 
with formation water. 

Table 6. Hydrophysical logging estimates of flow rate, within-borehole velocity and specific 
discharge at OU 1, March23 to March 25, 2004. 

Monitoring Well Depth Interval  
(feet below ground surface) 

Interval Specific Flow Rate, Veloc-
ity, and Specific Discharge for Am-
bient Conditions. 

  q 
(gpm) 

v* 
(ft/day) 

Sd 
(ft/day) 

MW-OU1-36-A 64-78 0.001 0.22 0.10 

MW-OU1-39-A 87-97 0.001 0.21 0.08 

 

Scanning colloidal borescope flowmeter 

The LLNL Scanning Colloidal Borescope Flowmeter was used to log parti-
cle velocities in all three OU 1 monitoring wells selected for this study, and 
the entire vertical extent of water was scanned for each at approximately 
2-foot intervals. MW-36-A was scanned on March 17, 2004 at seven 
depths, from 62.37 ft to 71.37 feet. MW-OU1-37-A was scanned on March 
20 and 21, 2004, at fourteen depths, and MW-OU1-39-A was scanned on 
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March 22, 2004, at five depths. In each case the SCBFM magnetometer 
reading was checked against a compass prior to insertion into the well, the 
tool was lowered to the desired depth, which was detected from permanent 
marks on its supporting cable, and clamped to the pvc casing to allow the 
groundwater flow to equilibrate. The video signal could be monitored in a 
trailer at the wellhead. recording generally commenced within 10 minutes 
of reaching a new position.  

Particle transport was observed on the video monitor and recorded on 
standard VHS tape for later processing. The particle tracking code used 
was a Beta-test version of DOS-based software developed by John Wilson 
(at the time with Oak Ridge National Laboratory). In general, numerous 
particles were visible in recordings from the OU 1 wells and the average 
values for their velocities and directions were averaged by the tracking 
software to contribute to each data point used for subsequent plotting and 
data reduction. The average numbers of particles tracked per point for 
each depth are given in Tables 7, 8, and 9, along with the calculated aver-
age particle velocity and azimuth. Reported azimuth values were corrected 
for magnetic declination. In order to minimize errors in calculating aver-
age azimuth, owing to data clustered around true north, a spreadsheet 
formulation implementing the Yamartino algorithm (originally developed 
for calculating average wind direction and standard deviation) was used 
(Yamartino 1984). 

Table 7. SCBFM logging estimates of within borehole groundwater velocity and direction from 
MW-OU1-36-A, collected on March 17, 2004. 

Depth (ftbgs) Average # of parti-
cles tracked1 

Velocity 
(ft/day)1 

Azimuth 
(°±S.D.)2 

Remarks 

62.37 35 — — Variable flow and direction 

63.87 46 — — Variable flow and direction 

65.37 43 5.5 190 ± 56.5 Stable flow 

66.87 39 — — Variable flow and direction 

68.37 60 3.0 4.8 ± 23.0 Stable flow 

69.87 60 3.1 83.8 ± 23.6 Stable flow 

71.37 36 3.3 310 ± 58.2 Stable flow 
1Arithmetic means for the number of particles tracked, per point, for entire scan 
2Calculated as per Yamartino (1984). 
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Table 8. SCBFM logging estimates of within borehole groundwater velocity and direction from 
MW-OU1-37-A, collected on March 20 and March 21, 2004. 

Depth 
(ftbgs) 

Average # of parti-
cles tracked1 

Velocity 
(ft/day)1 

Azimuth 
(°±S.D.)2 

Remarks 

62.92 35 7.0 144 ± 23.9 Stable flow 

64.42 35 — — Stable flow, unstable 
direction 

65.92 38 6.5 93.5 ± 32.0 Stable flow 

67.42 26 7.5 91.4 ± 11.0 Stable flow 

68.92 47 8.0 282 ± 33.2 Stable flow 

70.42 30 16.3 208 ± 17.5 Stable flow 

71.92 19 11.3 130 ± 22.3 Stable flow 

73.42 52 10.4 173 ± 7.4 Stable flow 

74.92 44 22.7 139 ± 3.3 Stable flow 

76.42 28 11.3 103 ± 10.4 Stable flow 

77.92 44 22.7 139 ± 5.2 Stable flow 

79.42 27 13.7 148 ± 6.7 Stable flow 

80.92 32 9.6 112 ± 5.0 Stable flow 

82.42 32 10.2 162 ± 8.8 Stable flow 
1Arithmetic means for the number of particles tracked, per point, for entire scan  
2Calculated as per Yamartino (1984). 

 
Table 9. SCBFM logging estimates of within borehole groundwater velocity and direction from 

MW-OU1-36-A, collected on March 17, 2004. 

Depth 
(ftbgs) 

Average # of parti-
cles tracked1 

Velocity 
(ft/day) 

Azimuth 
(°±S.D.)2 

Remarks 

86.01 45 — — Variable flow and direc-
tion 

87.51 27 5.64 41.9 ± 8.3 Stable flow 

88.01 48 18.8 27.6 ± 10.0 Stable flow 

89.51 52 11.0 27.4 ± 6.1 Stable flow 

91.01 60 8.2 25.2 ± 31.6 Stable flow 
1Arithmetic means for the number of particles tracked, per point, for entire scan 
2Calculated as per Yamartino (1984). 

 
Time series plots of groundwater flow rates and azimuth estimates from 
SCBFM image analyses are illustrated in Figures 15–24. These are from 
measurements at MW-OU1-36-A, MW-OU1-37-A, and MW-OU1-39-A at 
depths ranging from 62.37 to 91.01 ft below the surface. Horizontal bars in 
the figures indicate regions of stable particle flow rate and direction from 
which the numerical estimates were made. Dates and measurement depths 
below ground surface are listed on the upper left side of each figure. 

 



ERDC/CERL CR-06-2 43 

 
Figure 15. SCBFM flow rates and azimuth estimates for MW-OU1-36-A, depths 1-3. 
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Figure 16. SCBFM flow rates and azimuth estimates for MW-OU1-36-A, depths 4-6. 
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Figure 17. SCBFM flow rates and azimuth estimates for MW-OU1-36-A, depth 7. 
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Figure 18. SCBFM flow rates and azimuth estimates for MW-OU1-37-A, depths 1-3. 
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Figure 19. SCBFM flow rates and azimuth estimates for MW-OU1-37-A, depths 4-6. 
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Figure 20. SCBFM flow rates and azimuth estimates for MW-OU1-37-A, depths 7-9. 
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Figure 21. SCBFM flow rates and azimuth estimates for MW-OU1-37-A, depths 10-12. 
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Figure 22. SCBFM flow rates and azimuth estimates for MW-OU1-37-A, depths 13-14. 
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Figure 23. SCBFM flow rates and azimuth estimates for MW-OU1-39-A, depths 1-3. 
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Figure 24. SCBFM flow rates and azimuth estimates for MW-OU1-39-A, depths 4-5. 

Analysis of aquifer response, groundwater flow, and plume evolution 

Water table 

As discussed in Oldenburg et al. (2002), water levels in the A-aquifer rose 
significantly in response to the precipitation in early (January/February) 
1998. As of December 2000 (the latest water levels included in Oldenburg 
et al. [2002]), the water levels in all of the OU 1 wells and many of the 
other wells were still increasing or were at their peak in response to the 
early 1998 precipitation event. The most complete water table map pre-
sented in the Oldenburg et al. (2002) report was for the second quarter of 
2000. These maps are reproduced as Figures 25 and 26. Figures 27 and 28 
show the water table map for the second quarter of 2002. Comparison of 
the maps reveals that the gradient direction is changing to the southwest 
and north of the FDA and getting steeper near the edge of the FO-SVA. 

 



ERDC/CERL CR-06-2 53 

Comparison of these maps also reveals that the water table elevation is de-
creasing in some areas and increasing in others. Finally, the greater well 
coverage southwest of the FDA in 2002 shows that the gradient upgradi-
ent of the edge of Clay 4 is steeper than downgradient, which tends to con-
firm the hydrostratigraphic model presented in Oldenburg et al. (2002). 

 
Figure 25. A-aquifer isopotentials for the second quarter, 

2000 (modified from Oldenburg et al. 2000). 
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Figure 26. A-aquifer isopotentials for the second quarter, 

2000 (modified from Oldenburg et al. 2000). 
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Figure 27. A-aquifer isopotentials for the second quarter, 2002. location of Figure 25 

hydrograph transect A-A’ shown. 
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Figure 28. Detail of A-aquifer isopotentials for the second quarter, 2002. 

Change in gradient direction: to the north and southwest of the FDA, the 
gradient was mapped as north northwest-directed in 2000, and north-
west-directed in 2002. In the former area, the gradient rotated approxi-
mately 20° counterclockwise. Well coverage did not change appreciably 
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from 2000 to 2002, suggesting the change is real and not due to additional 
data from new wells. In the latter area, the change is due in part to greater 
well coverage in 2002. However, some component of this change is proba-
bly real. This is demonstrated by the comparison of well hydrographs 
shown on Figure 29.  

 
Figure 29. Hydrographs from wells on transect A-A’ shown in Figure 27. 

The wells in Figure 29 lie on northeast-southwest transect A-A’ to the 
northwest of the FDA, as shown on Figure 27. In general, the water level in 
each well increases less than in the wells to the northeast and more than in 
the wells to southwest along the transect. This is demonstrated on a more 
regional scale by comparing the hydrographs for MW-B-12-A and MW-
OU1-31-A, and on a more local scale by comparing the hydrographs for 
MW-OU1-09-A and –22-A. The effect of this pattern is to rotate the gradi-
ent toward the west, which is the location of the edge of the FO-SVA. 
Therefore, this response appears to be a result of the aquifer’s adjustment 
to transmitting more groundwater after the early 1998 precipitation event. 

The well coverage prior to late 1998 is insufficient to resolve the water ta-
ble north of the FDA during this period. Given the change in gradient di-
rection during the period from 2000 to 2002, however, the actual gradient 
rotation since 1997 is probably even greater. This supports the conclusion 
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in Oldenburg et al. (2002) that the gradient from the FDA was directed to 
the north during much of the time contaminants were being released at 
OU 1. 

Time to peak water level  

The variation in the time to peak water levels after the early 1998 precipi-
tation event, as shown on Figures 30 and 31 provides another perspective 
on the aquifer’s adjustment to the early 1998 precipitation event. The dis-
tribution of peak times appears to consist of two patterns. One pattern is 
related to the treated recharge system at OU 1. Water levels in the down-
gradient area north to northwest of the FDA were apparently depressed 
prior to 1998 due to evapotranspiration losses from the treated water 
sprinkler recharge system (Oldenburg et al., 2002). The time to the peak 
water level throughout this region is relatively long compared to the rest of 
the aquifer. This is probably due to the longer time required to refill this 
area with stored water so that the gradient could rotate from alignment 
along the depression created by the recharge losses to across the depres-
sion to optimize the discharge of the increased flow resulting from the 
early 1998 precipitation event. Figures 32 and 33 confirm this hypothesis 
by showing that the water level increase in the downgradient area north to 
northwest of the FDA was greater than throughout the rest of the aquifer 
on both an absolute basis and as a percentage of the pre-1998 saturated 
thickness.  

 



ERDC/CERL CR-06-2 59 

 
Figure 30. Isochrons (in months) of time to peak water level following the early 1998 

precipitation. 

 



ERDC/CERL CR-06-2 60 

 
Figure 31. Detail of isochrons (in months) of time 

to peak water level following the early 1998 precipitation. 
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Figure 32. Contours of maximum water level increase following the early 1998 precipitation. 
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Figure 33. Contours of increase in saturated thickness 
as a percentage following the early 1998 precipitation. 

The other pattern in the peak water level timing is a result of the increased 
recharge throughout the rest of the aquifer. Figure 34 shows this pattern 
by comparing hydrographs from wells throughout the aquifer outside of 
the region impacted by the OU-1 pump, treat, and recharge activities. The 
water levels near the center and edge peak earlier than in the areas mid-
way between them. This can be understood conceptually by imagining the 
early 1998 precipitation event as the instantaneous addition of a uniform 
thickness of groundwater on top of the preexisting A-aquifer water table, 
which was in equilibrium with the background recharge rate. After the in-
stantaneous groundwater addition, no further inputs above the back-
ground recharge rate occur. This conceptual model is justified by the rela-
tively uniform arrival time of the early 1998 precipitation recharge at the 
water table surface, and by the relatively uniform water level rise of 2–3 ft 
(0.60–1.8 m) in the six months and 4–6 ft (1.2–1.8 m) in the year follow-
ing the early 1998 precipitation event (Oldenburg et al., 2002). 
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Figure 34. A-aquifer hydographs from the center to the edge of the FO-SVA. 

As shown in Figure 35 the water table in the vicinity of OU 1 can be viewed 
conceptually as a portion of a dome. The gradient remains unchanged on 
the dome after an instantaneous addition of water as shown on Figure 36. 
However, the transmissivity increases a constant amount initially 
throughout the dome, and the gradient at the edge of the dome increases 
due to the constant discharge elevation (the top of the FO-SVA). At the 
center of the dome, where there is no long term increase in flow above the 
background rate, the increase in transmissivity causes the water levels to 
decline after the instantaneous addition. Away from the center of the 
dome, the flow rate remains above the background rate for some time after 
the instantaneous addition due to drainage of the additional water stored 
in the upgradient areas. Therefore the water level away from the dome 
center will decline more slowly than the level at the center or may actually 
increase. 
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Figure 35. Overview of A-aquifer isopotentials and FO-SVA boundaries 

in the second quarter, 2002. 

 

 
Figure 36. Conceptual model of A-aquifer response to early 1998 precipitation. 

At the edge of the dome, the gradient increases after the instantaneous ad-
dition due to the constant discharge elevation (in this case the water table 
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beyond the edge of the FO-SVA). As the transmissivity increase in this re-
gion is the same as in the upgradient area, the flow increase is greater at 
the edge of the dome than within the dome. Therefore the water levels de-
cline more rapidly than in the area upgradient of the edge. 

FO-SVA and 180-foot aquifer responses 

Response due to A-aquifer weight increase 

Oldenburg et al. (2002) (Section 8.6) surmised that the water level in-
creases in MW-OU1-11-SVA and the wells screened in the 180-foot aquifer 
following the historically high early 1998 precipitation were due in part to 
precipitation recharge. This conjecture was based upon the increased wa-
ter levels in these wells less than a year after the precipitation event.  

Analyses in the present project suggest that the water level increase in the 
180-foot aquifer following the early 1998 precipitation is probably primar-
ily a result of the increased weight of the A-aquifer due to increased water 
storage. This conjecture assumes that the FO-SVA mechanically transmit-
ted the change in total vertical stress from the A-aquifer to the 180-foot 
aquifer, but did not hydraulically transmit the change in head from the 
former to the latter. This interpretation appears plausible for a number of 
reasons.  

First, the water level increases in the deeper, confined aquifers were a frac-
tion of the water-level increases in the A-aquifer as shown on Figure 37 
and, to a lesser extent, Figure 38 which compare the responses in the 
deeper aquifer wells MW-OU1-11-SVA (screened across several sand layers 
within the FO-SVA) and MW-B-13-180 to those in the nearby A-aquifer 
wells PZ-OU1-16-A and MW-B-14-A.  

Second, Figures 37 and 38 illustrate that the water levels in wells in the 
deeper aquifers increased through the second quarter of 1998, the only 
time this has occurred. Water levels decreased in the second quarter in all 
other years. Water levels in the A-aquifer had just started increasing at the 
time of the second quarter of 1998. The figures also show that water levels 
in the deeper aquifer wells decreased in the third quarter of 1998 to ap-
proximately the highest dry season levels ever recorded in these wells. At 
this time only half or less of the water level increases in the A-aquifer had 
occurred. 
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Furthermore, the water level increases and peaks in the deeper aquifers 
occurred predominantly within about six months of the early 1998 precipi-
tation, while the increases and peaks in the A-aquifer occurred within 
about 18 months. This timing of the deeper aquifer water level change is 
rapid and consistent with the timing of the increase in weight of the A-
aquifer, which would have been essentially simultaneous with the precipi-
tation (which extended into May of 1998). In contrast, the A-aquifer re-
sponse is delayed, consistent with the time needed for infiltration to mi-
grate through the vadose zone to the water table. If the A-aquifer were 
transmitting head changes to the 180-foot aquifer hydraulically, water-
level increases in the deeper aquifers would have tracked or lagged the A-
aquifer changes. Note that a more continuous water level history would 
help resolve the timing better but we are limited to the quarterly sampling 
intervals for this analysis.  

 
Figure 37. Hydrographs for MW-OU1-11-SVA and PZ-OU1-16-A. 

 



ERDC/CERL CR-06-2 67 

 
Figure 38. Hydrographs for MW-B-13-180 and MW-B-14-A. 

Finally, the hydraulic conductivity of the clay layers in the FO-SVA ap-
pears to be much lower than the conductivity of the aquifer materials, as 
evidenced by the high (three and a half), downward-directed, hydraulic 
gradient through the FO-SVA coupled with the lack of OU 1 contaminants 
in the deeper aquifers. This low hydraulic conductivity would cause sig-
nificant attenuation across the FO-SVA of hydraulic pressure changes oc-
curring at the FO-SVA boundaries.  

Specific yield and porosity: If the post-1997 water level increases in the 
FO-SVA and 180-foot aquifers are due to the increased weight of the A-
aquifer as argued above, then these water level responses can provide an 
estimate of the specific yield of the A-aquifer. This calculation is based 
upon comparing the water level increases in the A-aquifer to those in the 
deeper aquifers.  

The change in total vertical stress (ΔσA) at the base of the A-aquifer due to 
the water level rise is 

yAA ShgΔ = ρ Δσ          
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where ρ is the density of water, g is the acceleration of gravity, ΔhA is the
change in head in the A-aquifer, and Sy is the specific yield of the A-
aquifer. This change in total vertical stress causes a strain in the deeper 
aquifers. T

 

he strain (εw) induced in the groundwater, assuming undrained 
conditions (e.g., no lateral drainage), in these aquifers by the total stress 
change is 

     Pw Δ−= βε      

where β  is the compressibility of water and ΔP is the change in water 

pressure due to ΔσA. The strain induced in the sediments (εS) constituting 
the deeper aquifers is  

     )( PAS Δ−Δ−= σαε     

where α  is the compressibility of the sediments. The strain induced in th
groundwater and in the sediments are the same under undrained condi-
tions. As the deeper aquifers are conf

e 

ined, the stress response can be ap-
proximated by an undrained condition on a short time scale. Setting εw 

 and solving for ΔP yields 

   

equal to εS

  Aβα
P σα

Δ=Δ     

tiffer than sand (Bowles, 
1996), of which the A-aquifer consists. Therefore α ≈ 1000 β which leads 

A. T ha in pressure is given 

+

Water is typically more than a thousand times s

to ΔP ≈ Δσ he c nge by 

     ΔP = ρgΔh ≈ Δσ A     

where Δh is the change in head in the deeper aquifers. Substituting Eq. 6-1 
esinto 6-5 giv   

     ρgΔhASy ≈ ρgΔh     

 Sy dsSolving for  yiel  

     Sy ≈ Δh ΔhA      
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Therefore, the specific yield of the A-aquifer is approximately equal to th
water level increase in the deeper aquifers divided by the water level in-
crease in the A-aquifer.  

This specific yield calculation rests on two main assumptions. First, the 
pressure change in the dee

e 

per aquifer is due entirely to the weight increase 
in the A-aquifer rather than other hydrologic changes in the deeper aqui-

 

. 

 no 
-

ally, analysis of the water levels in MW-OU1-11-
SVA as compared to those in the A-aquifer and 180-foot aquifer at this lo-

li-

 
e 

tions (consistent with the sandy nature of the vadose zone) and therefore 

 
.  

 
e 

 of 

fer. Second, all of the weight increase in the A-aquifer can be accounted for
by the water level increase in the A-aquifer. The validity of these assump-
tions is addressed below. 

MW-OU1-11-SVA and MW-B-13-180 are the only two sub-A-aquifer wells 
near A-aquifer wells which have water level measurements before 1998
The water level increase in MW-OU1-11-SVA was 1.5–2 ft (0.45–0.61 m) 
following the early 1998 precipitation event. This increase was sustained 
through 2003 (as shown in Figure 37) indicating that the assumption of
pressure dissipation in the deeper aquifer (undrained condition) is ap
proximately met. Addition

cation indicates that the aquifers screened by this well are not hydrau
cally connected to the A-aquifer above or the 180-foot aquifer below 
(Oldenburg et al., 2002).  

The closest A-aquifer well to MW-OU1-11-SVA is PZ-OU1-16-A. The 
maximum water level increase in PZ-OU1-16-A following the early 1998
precipitation was approximately 7.5 ft (2.3 m) (neglecting the increase du
to discontinuation of pumping at EW-OU1-18-A). The same increase was 
measured at nearby A-aquifer well MW-OU1-03-A. The increase in PZ-
OU1-16-A was sustained from June 2000 to June 2002, which is suffi-
ciently long after the precipitation event to support the assumption that 
the vadose zone has predominantly returned to pre-1998 moisture condi-

the water level change accurately reflects the change in weight of the A-
aquifer. The ratio of the water level increases, and therefore the A-aquifer’s
specific yield, for the PZ-OU1-16-A/ MW-OU1-11-SVA well pair is 20-27%

The water level increase in MW-B-13-180 after the early 1998 precipitation
was 4 ft (1.2 m) as shown in Figure 37. The maximum water level increas
in nearby MW-B-14-A following this event was 7 ft (2.1 m). The ratio
these water levels suggests an A-aquifer specific yield of 57%, which is 
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physically impossible. The maximum increase in MW-B-14-A occurred
August 1999 and was followed by declining water levels. The date of the 
maximum water level in this well was the fourth earliest of all the A-
aquifer wells suggesting that drainage of the vadose zone to backgroun
conditions may not have been complete by the time of the water level 
maximum. Additionally, the water level increase in the 18

 in 

d 

0-foot aquifer 
may be due in part to recharge of the early 1998 precipitation directly to 

-

 
 

total porosity estimate of 30-37%, which is on the low side of the generally 
or well sorted sand (Fetter, 1994). 

However, it is recognized that despite the plausible result obtained, the 

d e, hange in tota 998 
precipitation is due to the increase in weight of the A-aquifer resulting 

    gsA

the 180-foot aquifer beyond the FO-SVA. Therefore the water level in-
creases from MW-B-14-A and MW-B-13-180 likely do not meet the two 
assumptions necessary for the specific yield calculation. 

The specific yield of 20-27% calculated from the MW-OU1-11-SVA and PZ
OU1-16-A water levels is in the center of the generally accepted range of 
15-32% for medium-grained sands (Fetter, 1994). The average volumetric 
moisture content of the OU 1 sand in the region 7.5 ft (2.3 m) above the
water table is approximately 10% if we assume it is sand at field capacity
(van Genuchten, 1980). Adding this to the specific yield estimate gives a 

accepted porosity range of 25-50% f

analysis is somewhat uncertain due to being based on a single well pair. 

1997/1998 precipitation recharge 

As discusse abov  the c l vertical stress after the early 1

from the precipitation recharge. This can be expressed as 

σ ρΔ =      

where s is the quantity of precipitation recharge. Substituting equation 6-5 

hg

into equation 7-1 gives 

     gsρρ =Δ      

Canceling terms gives 

     sh =Δ       

Therefore the water level rise in the confined aquifers is equivalent to the
quantity of precipitation recharge. The water level increase in MW-OU1-
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11-SVA after the early 1998 precipitation event likely indicates the total 
depth of water recharged to the aquifer during the 1997/1998 rain year 
was 1.5–2 ft (0.46–0.61 m). The total precipitation during this rain year 

on 
in 

onth pe-

ound surface and in the vadose zone, which in-
creases the effective hydraulic conductivity and therefore creates a higher 

 
rge fraction derived from an analysis of water level 

changes during more typical rain years in Oldenburg et al. (2002). As ex-
1998 hydrologic year was an extreme event and it 

 would be significantly greater than 

Groun

s 

 
ay 

y 
groundwater velocity vector (vertical and horizontal velocity magnitudes 
and horizontal velocity azimuth). The inversion algorithm assumes iso-

was 47.15 in (1.2 m) at the Monterey meteorological station. Dividing 1.5–
2 ft (18–24 in, 0.46–0.61 m) by the total precipitation yields a very high 
recharge fraction of 38-51%.  

This high recharge fraction is possible because the early 1998 precipitati
was an extreme event. Approximately 25 in (0.63 m) of the 1997/1998 ra
year precipitation fell at Monterey during an approximately one m
riod in January and February of 1998. This rainfall was greater than the 
average annual total precipitation at Monterey. Such high precipitation 
rates could be expected to cause higher recharge rates at OU 1 for three 
reasons. First, the high precipitation rate overwhelms the normal 
evapotranspiration rate. Second, the high precipitation rate causes higher 
liquid saturation at the gr

infiltration rate. Finally, the lack of developed drainages in the hummocky 
dunes at OU 1 prevents precipitation from flowing laterally away and leads 
to increased infiltration.  

The 1997/1998 recharge fraction of 38-51% is considerably higher than the
27% precipitation recha

plained above, the 1997/
makes sense that the recharge fraction
for a typical rain year.  

dwater flow velocity 

ISPFS instrumentation at OU 1 

Hydrotechnics In-Situ Permeable Flow Sensors (ISPFSs) are installed be-
low the well screens in MW-OU1-36-A through -40-A. These instrument
contain a heater and an array of 30 temperature sensors (thermistors). 
The temperature field produced by the heater is distorted by groundwater
flow past the instrument. Temperatures measured by the thermistor arr
in each instrument are recorded once an hour. The software HTFlow95 
provided by Hydrotechnics inverts the thermistor data to derive the Darc
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tropic hydraulic and thermal conductivity. Details of ISPFS installation 
and preliminary data analysis can be found in Oldenburg et al. (2002).  

Three of the five installed ISPFSs have produced useful data. These a
ISPFSs installed in MW-OU1-36-A, -37-A and -39-A. The heater pow
the ISPFS in MW-OU1-39-A decreased on June 5, 2001. The analysis of 
data from this instrument has been improved since Oldenburg et al. 
(2002) by accounting for the change in heater power. Data from the 
ISPFSs installed in MW-OU1-38-A and MW-OU1-40-A have been more 
problematic. The heater in the ISPFS in MW-OU1-40-A failed due to an
electrical short in January 2001. While the ISPFS in MW-OU1-38-A ap
peared to be functional, a detailed examination of the thermistor data re-
vealed an apparently non-uniform flow field around the sensor. When 
groundwater flow is homogeneous over the surface of the instrument, 
temperatures along the length of the sensor are highest towards the mid-
dle at all sensor azimuths and the temperature around the sensor varies 
approximately sinusoidally at all distances along the sensor. The thermis-
tor data from MW-OU1-38-A did not conform to either of these patterns 
but rather to a pattern suggestive of flow twisting around the probe, per-
haps due to borehole effects related to the installation. Therefore, consid-
eration of the data in MW-O

re 
er in 

 
-

U1-38-A and MW-OU1–40-A is not included 
below. The daily average of the hourly results inverted from the MW-OU1-

S data from January 1, 2001 to November 28, 
2003 are discussed below.  

. 

se 

n 
ustments to 

36-A, -37-A and -39-A ISPF

Horizontal velocity azimuth 

The inverted horizontal flow azimuths from the ISPFSs are shown along 
with the extraction rates from EW-OU1-17-A and -18-A in Figure 39. 
Counterclockwise gradient rotations in MW-OU1-37-A and -39-A on a 
weekly time scale correlate to pumping rate decreases from EW-OU1-18-A
Such rapid rotations are not observed in MW-OU1-36-A, perhaps due to 
its position in the region dominated by changes in the treated water re-
charge rate (Oldenburg et al. 2002). Pumping rate decreases at EW-OU1-
18-A would tend to cause counterclockwise gradient rotation toward EW-
OU1-17-A at this well. Recharge decreases would tend to cause clockwi
gradient rotation at this well due to realignment with the regional gradi-
ent. Therefore, the azimuth perturbations due to pumping and recharge 
rate changes would tend to cancel each other. The horizontal flow azi-
muths have also rotated counterclockwise on a yearly time scale as show
in Figure 39. These rotations are likely due to continuing adj
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the cessation of pumping from EW-OU1-18-A in June 2001 and the water 
level increases due to the early 1998 precipitation. The rotation at MW-
OU1-36-A is the greatest and at MW-OU1-37-A is the least.  

 

 

9-A 
 

tropy, however the contaminant plume shape (discussed be-
low) does not suggest such an anisotropy. A more likely explanation is an 
error during installation that resulted in a consistent misalignment (e.g., 

Figure 39. Inverted ISPFS azimuth compared to extraction rates. 
Dashed lines are EW-OU1-18-A pump switching. 

Table 6 compares the azimuths inverted from the ISPFS data to that 
measured from the water table gradient. The discrepancies between the 
gradient azimuth and that measured by the flow sensor could be due to
sensor installation error, sensor measurement error, borehole effects, ac-
tual differences between the gradient direction and the flow field due to 
anisotropy or heterogeneity, or error in the contoured water table gradi-
ent. The comparison in Table 10 indicates that the ISPFS azimuths for 
MW-OU1-36-A and 37-A are too westerly by 17° to 27° (the MW-OU1-3
comparison is probably inaccurate due to gradient-azimuth errors caused
by insufficient well coverage along the edge of the airfield clay near EW-
OU1-17-A). This is in accord with the ISPFS azimuth ranges shown in Fig-
ure 39, which appear too westerly given the position of the instrument 
wells relative to the extraction wells and the treated water recharge area. 
The consistency of the discrepancy could be due to a northwest/southeast-
oriented aniso
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bad measu agnetic 
declination). 

Table 10. Comparison of azimuths during the second quarter, 2003. 

Source MW-OU1-36-A MW-OU1-37-A MW-OU1-39-A 

rement of magnetic north, or error in accounting for m

ISPFS 316° 311° 298° 

Gradient 333° 338° 270° 

 

 
he 
si-

 the latter near the point of stagnation between the two extraction 
wells. The response at MW-OU1-37-A is greater than at MW-OU1–36-A 
due to its greater proximity to EW-OU1-18A in a more upgradient direc-
tion.  

Horizontal velocity magnitude 

The inverted horizontal flow velocities from the ISPFSs are shown along 
with the extraction rates from EW-OU1-17-A and -18-A in Figure 40. This 
figure shows a clear correlation between the pumping state at EW-OU1-18-
A and the horizontal velocities at the instruments. When extraction from 
EW-OU1-18-A ceases, the horizontal velocity at MW-OU1-36-A and –37-A
decreases and at MW-OU1-39-A, increases. This is readily explained by t
location of the former generally upgradient of EW-OU1-18-A, and the po
tion of
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Figure 40. Inverted ISPFS horizontal velocities compared to extraction rates. Dashed lines are 

EW-OU1-18-A pump switching. 

The absolute velocity values are divided by the gradient to estimate the 
hydraulic conductivity at each instrument. These values are compared 
against hydraulic conductivities measured via other methods. From these 
comparisons, it appears that the horizontal velocities measured by the 
ISPFSs are reasonable.  

Vertical velocity magnitude 

The inverted vertical flow velocities from the ISPFSs along with the extrac-
tion rates from EW-OU1-17-A and -18-A are shown in Figure 41. Compari-
son of Figures 40 and 41 indicates that the vertical velocities inverted from 
the ISFPS data are approximately the same as, or much greater than the 
horizontal velocity at the same instrument, and are directed downward. 
Furthermore, the inverted vertical velocities are approximately propor-
tional to the horizontal velocities. This result is unexpected and a complete 
analysis 005), 
with a summary presented below. 

 of the data is presented in the companion report (Su et al. 2

 



ERDC/CERL CR-06-2 76 

 

The inverted vertical velocities are improbable due to the presence of the 

os using TOUGH2 indi-
cates that the thermal heterogeneity introduced by the immediate prox-

 
s 
 

, 

 et al. (2005) indicates that at a 
separation of 1.5–4 ft (0.45–1.2 m) from the clay, the thermal heterogene-

 

Figure 41. Inverted ISPFS vertical velocities compared to extraction rates. 
Dashed lines are EW-OU1-18-A pump switching. 

FO-SVA aquitard near the base of each instrument. This aquitard would 
prevent significant vertical flow at this position in the aquifer. Oldenburg 
et al. (2002) suggested that the temperature at the bottom of the sensor 
was elevated relative to the top due to the relatively lower thermal conduc-
tivity of clay, such as the FO-SVA, near the base of the sensors as com-
pared to sand, such as the A aquifer, which surrounds the sensors. 

Non-isothermal flow simulation of various scenari

imity of the sensor base to the FO-SVA clay could produce a temperature 
buildup at the bottom of the sensor that HTFlow95 would interpret as due
to downward vertical flow (Su et al. 2005). This effect rapidly dissipates a
the sensor base is moved away from the clay however. The sensor base in
MW-OU1-36-A, -37-A and –39-A is 1.5, 0, and 4 ft (0.45, 0, and 1.2 m)
respectively, above the top of the FO-SVA, according to the well installa-
tion logs. The TOUGH2 modeling of Su

ity is too far away to create the necessary temperature buildup. This is fur-
ther confounded by the significantly larger inverted vertical velocity in
MW-OU1-36-A compared to those from the other wells, despite the fact 
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that other wells have both greater and less separation between the bottom 
of the sensor and the FO-SVA clay. 

One possible explanation is that the depth to the top of the FO-SVA is in-
accurately represented on the drill logs for the sensor wells. Oldenburg et 
al. (2002) noted that comparison of the position of the top of the FO-SVA 

 

-
 

Alternatively, the well completion method could have introduced thermal 
t would cause false inverted vertical 

lls were initially piloted 2.5–4 ft (0.76–
y with a small auger. The borings were subse-

 

is-

 
l 
) 

near the bottom as compared to the thermal conductivity along the rest of 
the sensor could create a heat buildup sufficient to create the inverted ver-
tical velocities (Su et al. 2005). 

In short, we are left to speculate about the in-situ conditions around the 
installed ISPFSs. However, TOUGH2 modeling demonstrates that thermal 
and permeability heterogeneities at the base of the ISPFSs are capable of 
creating apparent vertical velocities (Su et al. 2005). Thus, we conclude 
that large components of downward vertical velocity in the A-aquifer are 
unlikely. 

on drill logs and geophysical well logs for the four wells at OU 1 for which
the latter data were available indicated discrepancies of up to 3.5 ft (1.1 m) 
between the two methods. Given this uncertainty, all of the ISFPSs in MW
OU1-36-A, -37-A, and –39-A may be in sufficiently close proximity to the
FO-SVA to create the inverted vertical velocities.  

and permeability heterogeneities tha
velocities. The borings for the we
1.2 m) into the FO-SVA cla
quently reamed with a larger auger to a target completion depth at or 
within 4 ft (1.2 m) of the top of the FO-SVA clay. The ISPFS was installed
to the total depth of this larger boring. 

Piloting into the FO-SVA would have caused smearing of clay for some d
tance up the borehole. This smear zone likely existed just below each 
ISPFS. The smear zone would introduce a thermal heterogeneity as well as
a permeability heterogeneity. The TOUGH2 modeling indicated a therma
conductivity decrease of as little as 5% (from 2.1 W m-1 C-1 to 2.0 W m-1 C-1
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Permeable diffusion sampler results 

Water sampling methods 

Water sampling from 51 of the wells at OU 1 from which chemistry data 
were available was changed from purge and sample (P&S) to permeable 
diffusion sampling (PDS) at the end of 2001 as shown in Figure 42. Two 
wells outside of the area on Figure 42 have PDS results: MW-36-01-A to 
the east and MW-BW-18-A to the south. The wells without PDS results 
near the FDA are either piezometers, from which water samples are not 
collected; extraction wells, from which water samples are collected at the 
treatment system intakes; or wells connected to the real-time chemistry 
analysis system, from which samples are collected at the system intakes. 

 

he 
groundwater in the formation rather than in the well. This is because the 

 
re, 

Figure 42. Wells with PDS results. 

In P&S, a volume of water equivalent to a number of well-bore volumes is 
typically purged from a well and then a water sample is collected. The pur-
pose of purging the well is to allow sampling of water representative of t

chemistry of the water in the well may change over time due to interaction
with air and other effects. Various water parameters such as temperatu

 



ERDC/CERL CR-06-2 79 

pH, and conductivity are typically monitored during the purging. Stabiliz
tion of these parameters provides a secondary check on whether the purg
ing has been sufficient to bring water to the well representative of ground
water in the formation.  

PDS involves placing a polymer bag filled with water (typically deionized
into the water column in the well. The PDS bag is left in place for some 
time, typically from one sampling event to the next, which is three months
at OU 1. The concentration of organic contaminants in the water colum
the well and in the water inside the bag equilibrates

a-
-
-

) 

 
n in 

 through diffusion. 

, 

 
sis. 

 P&S after June 2000 and PDS from late 2001 to early 2003. 
Contaminants were less than the detection limit in both the P&S or PDS 

t-

tial 
23-

ls 

Toluene were de-
tected in MW-B-11-A. Neither of these wells is included in the three main 
groups.  

Prior to switching the groundwater sampling methodology used at a well
MacTec conducted pilot studies for switching from P&S to PDS. These 
studies included nearly contemporaneous samples collected via the two 
different methods. However, these data and the pilot study reports were 
not available to LBNL. The analyses presented below are based entirely 
upon the analytical results of record for each well. Analysis of these re-
cords ultimately provides a better comparison of the methodologies due to 
the much greater number of PDS sample results for each well since the
switch relative to the PDS results available during the pilot study analy
A greater number of PDS results affords a more accurate and precise per-
spective on the concentrations and repeatability of these results and, 
therefore, a better comparison to the P&S results.  

Comparison of purge and sample to PDS results: The 51 wells with PDS 
sampling can be broadly broken into three main groups based on the re-
sults from

results from 17 of the 51 wells. Trichloroethylene (TCE) and its degrada-
tion compound cis-1,2 Dichoroethylene (cis-1,2 DCE) were consistently 
detected in the P&S and/or PDS results from 19 of the 51 wells. Carbon te
rachloride (CT) and its potential degradation compounds were consis-
tently detected in the P&S and/or PDS results from 15 of the 51 wells. 
Chloroform, a possible degradation product of CT, and TCE or its poten
degradation products were detected in two wells, MW-OU-01-A and –
A. These two wells are included in both the CT and TCE groups. Two wel
had consistently detected contaminants other than those listed above. 
Freon 113 was detected in MW-40-01-A and MEK and 
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In gene y P&S 
nd PDS were There ifference between the two re-

sult sets for only four of the 19 wells in the TCE group, as summarized in 
r t  wells,  sets are di

two or less, assuming non-detects are near the detection limit, and so are 
significant. The only si  difference i

from MW-OU1-10-A. The difference in these result sets is an order of 
e and e to the posit ell, thes s would 

interp tion of plum  reas s 
discounted for plume contouring. 

ral, the contaminant concentrations from samples collected b
a  consistent.  was a clear d

Table 11. Fo hree of the the result fferent by a factor of 

not very gnificant s in the result sets 

magnitud , du ion of this w e difference
alter the reta e shape. For this on, the PDS result
from this well were 

Table 11. Comparison of chemistry results from purge and sample and PDS. 

Concentrations 
Well Contaminant 

P&S (>6/00) PDS 

MW  
t-

-OU1-02-180 cis-1,2 DCE <0.5 µg/L 0.59-1.4 µg/L in greater than
half of 184 ft bgs samples; no
detected at other depths 

MW de--OU1-10-A TCE 3-7 µg/L typically <0.5 µg/L; where
tected, 0.5-0.6 µg/L 

MW 0.6-1.5 µg/L -OU1-32-A TCE 0.5-0.7 µg/L 

MW-OU1-33-A TCE typically <0.5 µg/L typically 0.6-0.8 µg/L 

µg/L =micrograms/liter 
 

Result sets from some of the other TCE-group wells contained more sub
differences. However, these differences could not be clearly assigned to t
different sampling methodologies versus changing contaminant concen-
trations with time. The difficulty differentiating these two possibilities w
in part because the first PDS data available from a well were two and a hal
months or more after the last P&S data, with two exceptions. Therefore, 
contaminant concentrations were not available for samples collected si-
multaneously by the two methodologies.  

The focus of this report is on the OU 1 plume, and thu

tle 
he 

as 
f 

s the TCE-group 
wells. The CT-group well results are compared here simply as an addi-

S and PDS methods. Of the 15 wells in this 
group, there was no significant difference between the P&S and PDS re-

 

n 

tional comparison of the P&

sults for seven of the wells, the PDS results were significantly less than the
P&S results for five of the wells, and the PDS results were significantly 
higher than the P&S results for three of the wells. The difference betwee
the result sets was a factor of generally two to six. Therefore, while no well 
in the CT group had as significant a difference between the result sets as 
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MW-OU1-10-A in the TCE group, the fraction of wells showing a variance 
between the two groups was much higher in the CT group (approximatel
half) than the TCE group (approximately one-fifth). 

PDS depth profiling results 

At OU 1, the initial sampling event using PDS typically involved samp
from multiple depths in the water column to characterize the concentra-
tion profile. Thereafter, sampling was carried out at the depth with the 
maximum concentrations. In wells where the initial sampling depths were
widely spaced, and the contaminan

y 

ling 

 
t concentrations were not uniform with 

depth, a subsequent sampling event was often done to resolve the concen-
tration gradients better. In some wells where the concentrations were uni-
form across a significant portion of the water column, the single sample 
depth after the initial multi-depth characterization was varied from event 
to event across the uniform region. In only one well, MW-OU1-27-A, sam-
pling was carried out at more than one depth after the initial depth charac-
terization sampling. These results are shown in Figures 43 and 44. These 
figures show that although the contaminant concentrations changed 
through time, the concentrations within the initially identified uniform re-
gion generally remained uniform through time. Note that the bottom of 
the well is above the depth given for some of the PDS results, presumably 
due to an error in the PDS depths. 

 
-27-A. Figure 43. TCE PDS results from MW-OU1
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Figure 44. Cis-1,2 DCE PDS results from MW-OU1-27-A. 

The contaminant concentrations were relatively constant with depth in 39 
of the 51 wells sampled by PDS. Of the 39 wells with constant concentra-
tions with depth, the results from 17 wells were uniformly non-detected. 
Therefore the actual concentration profile in these wells may not be uni-
form. The contaminant concentrations from approximately two-thirds of 
the wells in both the TCE group and the CT group were constant with 
depth. Contaminant concentrations varied with depth in six of the 19 wells 
in the TCE group. The initial, multi-depth results from these wells are 
shown in Table 12. Contaminant concentrations increased with depth in 
four of the six wells. In three of these wells, no contaminants were de-
tected in the shallowest PDS sample(s). Contaminant concentrations de-
creased with depth in only one well and were highest toward the middle of 
the depths sampled in only one well.  

As mentioned, the focus of this report is on the TCE-group wells. The CT-
group well results are compared here simply as an additional comparison 
of the P&S and PDS methods. Of the 15 wells in this group, the contami-
nant concentrations were relatively constant with depth in nine of the 
wells. In the other six wells, the contaminant concentrations typically in-
creased with depth. In four of these wells, the concentration increased 
through the upper third of the water column and was relatively constant 
below.  
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As indicated, concentrations from slightly less than one third of the wells 
in the TCE group and slightly more than one third of the wells in the CT 
group were not constant with depth. Two possible explanations for these 
variations with depth are: varying horizontal flow velocities and volatiliza-
tion or other perturbations near the air/water interface. These variations 
in TCE concentrations with depth listed in Table 12 are generally more 
consistent with varying horizontal flow velocities with depth than with 
volatilization at the air/water interface. The concentration variations in 
the CT wells, as described, are generally more consistent with volatiliza-
tion or other perturbations near the air/water interface.  

Table 12. Non-uniform, contaminant concentration depth profiles. 

Well Consistently de-
tected con- tami-
nant(s) 

Water col-
umn 
(ft bgs) 

PDS depths 
(ft bgs) 

Concentration 
(ug/L) 

MW-OU1-02-180 cis-1,2 DCE 141-195 179 
184 
189 
194 

<0.5 
0.59 
<0.5 
<0.5 

MW-OU1-23-A TCE, 
cis-1,2 DCE 

98-128.5 103 
108 
113 
118 
123 
128 

24, 0.56 
24, 0.55 
25, 0.59 
25, 0.58 
<0.5 
1.6, <0.5 

MW-OU1-27-A TCE, 
cis-1,2 DCE 

56-85.5 60 
65 
70 
75 
80 
85 

<0.5 
4.2, <0.5 
49, 7.2 
40, 6.4 
43, 6.7 
47, 7.7 

MW-OU1-29-A TCE 59-90 64 
88 

<0.5 
26 

MW-OU1-32-A TCE 83-100 89 
94 
99 

0.76 
0.79 
1.5 

MW-OU1-43-A TCE 65-96 73 
78 
83 
88 
93 
98 

<0.5 
<0.5 
0.52 
4.2 
18 
23 
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A-aquifer hydraulic conductivity 

Introduction 

The horizontal hydraulic conductivity of the A-aquifer is estimated below 
from the aquifer scale to the sub-well scale from the plume length, steady-
state drawdowns, short term pumping tests, and ISPFS results. The un-
saturated vertical hydraulic conductivity at the vadose zone scale is esti-
mated across the site from precipitation and treated water recharge re-
sponses. Variation in hydraulic conductivity was investigated using all of 
these methods as well as the PDS results. The result of this analysis is that 
the vertical and horizontal conductivities are roughly equivalent, are in the 
range of 5.0 to 10.0 ft/d (1.8–3.6 x 10-5 m s-1), are relatively uniform and 
isotropic, and are consistent across scales and across the site as described 
below.  

Plume length and alignment 

The gradient from above the recharge mound at the southeast corner of 
the FDA to the tail of the TCE plume in the second quarter of 2000 was 
0.007 (Oldenburg et al. 2002). The total plume length in 2000, thirty-nine 
years after the start of fire suppression training in the FDA, was 2000 ft 
(600 m). Assuming an effective porosity of 25% and no retardation, the 
implied average linear velocity from the start of training through 2000 is 
0.14 ft/d (4.9 x 10-7 m s-1). From these values, the calculated hydraulic 
conductivity across the entire plume is 5.0 ft/d (1.8 x 10-5 m s-1). As the OU 
1 aquifer materials probably have low total organic carbon, retardation of 
TCE is probably low and therefore the actual hydraulic conductivity at the 
plume scale is probably only slightly greater than this value. Note further 
that this estimate is based on the tip of the plume and therefore is the 
maximum hydraulic conductivity for the plume.  

Oldenburg et al. (2002) noted that the plume was aligned with the likely 
pre-1998 gradient, and with the depression in the water table downgradi-
ent of the FDA apparently created by evapotranspiration losses during re-
charge of the treated water. These alignments indicate that the flow direc-
tion is coincident with the gradient direction. Therefore it is unlikely there 
is significant anisotropy in the hydraulic conductivity in the A-aquifer at 
OU 1. 
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Early 1998 precipitation event 

Water levels shallower than 60 ft (18 m) started to increase 0.5–1.5 
months after the early 1998 precipitation event (Oldenburg et al. 2002). 
Therefore the recharge front advected through this portion of the vadose 
zone at a rate of 1.3–4 ft/d (4.6–14 x 10-6 m s-1). The elapsed time from the 
precipitation event to the start of the water level increase for water levels 
deeper than 60 ft (18 m) was proportional to the thickness of the vadose 
zone below 60 ft (18 m) (Oldenburg et al. 2002). The proportionality be-
tween elapsed time to water level increase and thickness of the vadose 
zone below 60 ft (18 m) indicates the recharge front advected at a rate of 
0.7 ft/d (2.5 x 10-6 m s-1) (Oldenburg et al. 2002). The decreasing advec-
tion rate of the recharge front with depth could be due to higher relative 
saturation in the upper portion of the vadose zone resulting from precipi-
tation events earlier in the 1997/1998 rain year. Alternatively, the decreas-
ing advection rate of the recharge front with depth could be due to a de-
crease in the hydraulic conductivity with depth. 

Assuming a unit gradient, the advection rates for the recharge front are 
equivalent to the unsaturated hydraulic conductivity. Therefore, the un-
saturated vertical hydraulic conductivities are 0.7–4 ft/d (2.5–14 x 10-6 m 
s-1). The correlation of the recharge front arrival time at the water table to 
the thickness of the vadose zone at each well also indicates the vertical hy-
draulic conductivity throughout the vadose zone is relatively uniform with 
depth. 

PDS results 

The PDS sample results from most of the A-aquifer wells indicate that con-
taminant concentrations typically do not vary with depth. Vertical mixing 
in these wells should generally be minimal due to Darcy flow and the hori-
zontal to near horizontal layering of the hydrostratigraphic units at the 
site. Therefore, the predominance of constant contaminant concentrations 
with depth indicates that within the A-aquifer at OU 1 there is typically lit-
tle variation in the flow velocity with depth in the sandy portion of the A 
aquifer, suggesting the horizontal permeability is also relatively constant 
with depth. 
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Steady-state drawdown 

Continuous groundwater extraction from EW-OU1-17-A commenced in 
early 1988 and continued through 2003. Continuous groundwater extrac-
tion from EW-OU1-18-A occurred from early 1988 to June 2001. The wa-
ter levels in these wells and nearby wells MW-OU1-03-A and PZ –OU1-13-
A to -16-A reflect the steady-state response of the aquifer to pumping. The 
water levels in these wells allow estimation of the hydraulic conductivity in 
the vicinity of the extraction wells by employing the Thiem equation for 
steady-state radial flow to a well in an unconfined aquifer (e.g., Bouwer, 
1978).  

The unconfined aquifer version of the Thiem equation rests on the follow-
ing assumptions:  

1. The aquifer is unconfined. 
2. Pumping well and observation wells fully penetrate the aquifer. 
3. Pumping rate is constant. 
4. Flow has reached steady state. 
5. Water-table position is not changing with time. 
6. Aquifer is homogeneous and isotropic. 
7. Water table is horizontal prior to pumping. 
8. Aquifer is underlain by a horizontal aquitard. 
9. Pumping well is 100% efficient. 

The first assumption is obviously correct and second assumption is correct 
for the wells under consideration. Available totalizer data indicate the 
pumping rate for both wells is constant at approximately 8.5 gallons per 
minute (gpm), thereby in accordance with the third assumption. Figures 
45 and 46 show the hydrographs for the wells under consideration. The 
applicability of the fourth assumption is reflected by the constant pumping 
rate, the constancy of the water levels in various time periods, and the con-
stant to gradually changing water level differences between the wells. The 
fifth assumption is valid because measurements presented in Oldenburg et 
al. (2002) indicate that the time to rebound after the shutdown EW-OU1-
18-A was approximately one month, which is much shorter than any simi-
lar magnitude natural changes in the water table elevation occurring at 
these wells with the exception of the period from early 1998 to mid-2000. 
Therefore, the Thiem equation can be applied to water levels outside of 
this time period. 
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Figure 45. Hydrographs for EW-OU1-17-A, PZ-OU1-14-A. 

 
Figure 46. Hydrographs for EW-OU1-18-A, PZ-ou1-15-A and PZ-ou1-16-A. 
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The applicability of the sixth assumption is suggested by the materials 
which make up the A-aquifer. The homogeneous, isotropic nature of this 
material is further confirmed by the alignment of the TCE plume with the 
water table gradient and the pre-1998 water table depression presumably 
due to evapotranspiration losses resulting from the method of recharge of 
the treated water. 

Comparison of water levels after shutdown of EW-OU1-18-A indicates that 
the non-pumping water table elevation in this well is the same as PZ-OU1-
15-A, approximately 0.1 ft (0.03 m) above MW-OU1-03-A and approxi-
mately 0.2 ft (0.06) above PZ-OU1-16-A. The variances from the assump-
tion for the latter two wells are relatively small compared to the draw-
downs of 0.9 and 1.2 ft (0.27 and 0.37 m) at these wells, respectively, prior 
to the shutdown. Therefore, the seventh assumption is valid for EW-OU1-
18-A and the three observation wells. 

Comparison of water levels during apparent pumping shutdowns of EW-
OU1-17-A, as well as consideration of the position of this well and the two 
observation wells relative to the surrounding water table and hydro-
geologic features, indicates that the non-pumping water table elevation in 
this well is effectively the same as PZ-OU1-13-A, given the approximately 
1.3–2.0 ft (0.40–0.61 m) drawdown at this observation well during pump-
ing. The seventh assumption appears to be met for this well pair also. The 
non-pumping water table elevation at PZ-OU1-14-A appears to be ap-
proximately 0.5 ft (0.15 m) lower than at the other wells, which is in ac-
cord with its position farther from the edge of the airfield clay portion of 
Clay 3 (see Oldenburg et al. (2002) for a hydrostratigraphic description of 
OU 1). This is a significant fraction of the total typical drawdown at this 
well of 1.2–2.0 ft (0.37–0.61 m). Due to the smaller drawdowns at the ob-
servation wells, this deviation from the seventh assumption will introduce 
a large error into the hydraulic conductivity estimated from the observa-
tion well pair. The 0.5 ft (0.15 m) deviation at PZ-OU1-14-A is small rela-
tive to the drawdown of 4–10 ft (1.2–3.0 m) at EW-OU1-17-A, however, so 
the deviation will cause only slight underestimation of the hydraulic con-
ductivity from this well pair. Therefore, the hydraulic conductivity will not 
be estimated from the observation well pair, but rather only from pumping 
well/observation well pairs. 

The eighth assumption is valid for EW-OU1-17-A and PZ-OU1-13-A and -
14-A as the top of the FO-SVA varies little compared to the observation 
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well drawdowns as shown in Figure 47. Note that the elevation of the top 
of the FO-SVA in this figure does not match those in Oldenburg et al. 
(2002) at all wells. In the former document, the top of the FO-SVA was 
taken at the base of angled contacts shown on well logs. In this document, 
the top of the FO-SVA is taken at the midpoint of the angled contacts 
shown on logs, as is standard in the geotechnical industry.  

 
Figure 47. Elevation of the top of the FO-SVA (in feet) 
in the vicinity of EW-OU1- 17-A and EW-OU1-17-18-A. 

The eighth assumption is problematic for EW-OU1-18-A, MW-OU1-03-A, 
and PZ-OU1-15-A, and -16-A since the top of the FO-SVA varies by 10 ft (3 
m) (as shown in Figure 47) which is an order of magnitude more than the 
drawdown at the observation wells. This error introduces large errors in 
the hydraulic conductivities estimated using the actual saturated thick-
nesses from the well pairs using the Thiem equation as shown in Figure 48 
and in Table 13. These errors are due to the large errors—even reversals—
in the estimation of the gradient. The gradient can be preserved by treat-
ing the aquitard elevation as constant. This will in turn introduce errors 
into the saturated thickness. However, these errors will always be smaller 
than those where the saturated thickness is preserved and the gradient is 
altered, and the error introduced will be bounded as described below. 
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Figure 48. Consequences of variation in the elevation of the aquitard. 

Table 13. Erroneous estimates of hydraulic conductivity (ft/d) from EW-OU1-18-A. 

3 October 1994 
4 June 2001 EW-OU1-18-A PZ-OU1-15-A PZ-OU1-16-A MW-OU1-03-A 

EW-OU1-18-A  2.9 4.3 -29.2 

PZ-OU1-15-A 2.0  -2.0 -0.5 

PZ-OU1-16-A 2.9 -1.7  -0.8 

MW-OU1-03-A -56.3 -0.4 -0.6  

 
There are two components to the deviation from the eighth assumption. 
The first component is the variance of the aquitard elevation in the radial 
direction from the pumping well. The second component is the variation of 
the aquitard elevation in the tangential direction around the pumping well. 
This variation will cause tangential gradients gv inconsistent with the ra-
dial-flow-only corollary to the sixth, seventh, and eighth assumptions.  

The error introduced by setting the FO-SVA elevation constant around 
EW-OU1-18-A can be bounded by estimating the end-member hydraulic 
conductivity for each well pair as shown in Figure 48. One estimate of 
saturated thickness uses the higher aquitard elevation from the well pair, 
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while the other is based upon the lower aquitard elevation from the well 
pair. The first method will overestimate the hydraulic conductivity due to 
the artificial reduction in saturated thickness. The second method will un-
derestimate the hydraulic conductivity due to the artificial increase in 
saturated thickness. The actual hydraulic conductivity will be between 
these two estimates. 

The tangential variability of the aquitard can be accounted for by only es-
timating hydraulic conductivity from well pairs along the same azimuth 
from the pumping well, and by estimating hydraulic conductivity at differ-
ent azimuths that capture the range of variability in the aquitard. The first 
strategy eliminates misestimation of hydraulic conductivities due to tan-
gential flow and gradients caused by differing aquitard elevations between 
observation wells on different azimuths. As none of the OU 1 observation 
wells are on the same azimuth, this necessitates only analyzing well pairs 
consisting of the pumping well and an observation well. The second strat-
egy develops a range of estimates that will bracket the actual hydraulic 
conductivity value. This is because the tangential variability in the aquifer 
leads to different contributions to the pumping rate from different sectors 
of the aquifer. The Thiem equation will therefore over- or under-estimate 
the hydraulic conductivity along a particular azimuth depending upon 
whether the contribution of that sector of the aquifer is above or below the 
average. If hydraulic conductivity estimations are made along a number of 
azimuths, then the variance in the flow contributions will average out be-
tween them, as will the hydraulic conductivity estimates. The three EW-
OU1-18-A/observation well pairs are along approximately evenly spaced 
azimuths (as shown in Figure 47), so this approach is valid.  

The ninth assumption overestimates the efficiency of any real well. How-
ever, the actual efficiency of EW-OU1-17-A and -18-A is probably reasona-
bly high given the lack of fines in the formation and the use of stainless 
steel, wire-wrapped screens in their construction. Therefore, while there 
are certainly head losses across the well screen, they are likely a small frac-
tion of the total drawdown. To the extent these losses exist, use of water 
levels from these wells will underestimate the hydraulic conductivity be-
cause use of these water levels overestimates the gradient toward the well. 
The impact of a less than perfect well efficiency on the hydraulic conduc-
tivity estimates is approximated below.  
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Hydraulic conductivity estimates were developed using water levels from 
periods of relatively stable pumping (for which data were available from 
June 2000 through December 2003) and/or water level stability. Esti-
mates were developed for one pre-1998 and one post-1998 water level data 
set. Table 14 presents the hydraulic conductivity estimates for the EW-
OU1-17-A/observation well pairs. Due to the slight variation in the eleva-
tion of the top of the FO-SVA between EW-OU1-17-A and PZ-OU1-13-A, 
and for the sake of consistency, this table presents end-member (calcu-
lated based on minimum and maximum elevations of the FO-SVA for each 
well pair) hydraulic conductivity estimates. Table 15 presents the end-
member hydraulic conductivity estimates for the EW-OU1-18-
A/observation well pairs.  

Table 14. Hydraulic conductivity estimates (ft/d) from EW-OU1-17-A pumping. 

EW-OU1-17-A Pumping well clay elevation Observation well clay elevation 

 PZ-OU1-14-A PZ-OU1-13-A PZ-OU1-14-A PZ-OU1-13-A 

11 November 1994 6.8 7.0 6.8 6.9 

~80% efficient 8.4 8.6 8.4 8.3 

3 June 2002 9.0 8.4 9.0 7.8 

~80% efficient 14.0 12.0 14.0 10.7 

 
Table 15. Hydraulic conductivity estimates (ft/d) from EW-OU1-18-A pumping. 

EW-OU1-18-A Pumping well clay elevation Observation well clay elevation 

 
PZ-OU1-
16-A 

PZ- 
OU1-15-A 

MW-OU1-
03-A 

PZ-OU1-
16-A 

PZ-OU1-
15-A 

MW-OU1-
03-A 

3 October 1994 5.0 5.8 5.8 4.3 5.2 6.8 

~80% efficient 6.9 7.9 7.6 5.9 7.2 9.0 

4 June 2001 8.2 9.9 9.7 6.7 8.5 12.4 

~80% efficient 11.3 13.8 12.9 9.3 12.0 16.4 

 
The June 2001 drawdown at EW-OU1-18-A is known directly from meas-
urements following the pump shutdown. The drawdown at the extraction 
wells for the other dates is calculated by presuming that water level peaks 
at nearby dates on the hydrographs shown in Figures 45 and 46 are due to 
short pump shutdowns. This presumption is reasonable as the water level 
in the extraction wells rises to nearly the same level as in the observation 
wells on these dates. The extraction well drawdowns were used to develop 
the hydraulic conductivity estimates assuming a pumping well efficiency of 
80%. The hydraulic conductivity estimates assuming 80% well efficiency 
range from 30% to 60% higher than the estimates, assuming 100% well 
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efficiency for the single well pair estimates. This is a fairly small error 
given the natural variability in hydraulic conductivity. 

The variation in the end-member hydraulic conductivity estimates for each 
well pair is less than 25% using the average of the estimates as the basis. 
The average variation of the end-member hydraulic conductivity estimates 
is 3% and 17% for the EW-OU1-17-A and EW-OU1-18-A well pairs, respec-
tively. The higher variation in the EW-OU1-18-A well pairs is expected due 
to the greater variation in the FO-SVA elevation around this well. 

The average of all the hydraulic conductivity estimates assuming 100% 
well efficiency (no head loss across the well screen) is 7.7 ft/d (2.7 x 10-5 m 
s-1) and 7.4 ft/d (2.6 x 10-5 m s-1) for EW-OU1-17-A and EW-OU1-18-A, re-
spectively. Assuming 80% well efficiency (20% head loss across the well 
screen), the average of all the estimates is 10.6 ft/d (3.7 x 10-5 m s-1) and 
10.8 ft/d (3.8 x 10-5 m s-1) for EW-OU1-17-A and EW-OU1-18-A, respec-
tively.  

The hydraulic conductivity estimates for every well pair were 30% to 80% 
greater during the increased water levels after 1998 than before, suggest-
ing the hydraulic conductivity decreases slightly with depth. This relatively 
small variation is consistent with the typically constant contaminant con-
centrations with depth from the PDS results. The average of the hydraulic 
conductivity estimates for the EW-OU1-17-A well pairs, assuming 100% 
efficiency, are 6.9 ft/d (2.4 x 10-5 m s-1) and 8.5 ft/d (3.0 x 10-5 m s-1) for 
1994 and 2002, respectively. The water levels during the 1994 estimate 
were 14–19 ft (4.3–5.8 m) lower than during the 2002 estimate, and the 
water level in EW-OU1-17-A was approximately 6 ft (1.8 m) and 25 ft (7.6 
m) above the top of the FO-SVA in 1994 and 2002, respectively. The aver-
age of the hydraulic conductivity estimates for the EW-OU1-18-A well 
pairs, assuming 100% efficiency, are 5.5 ft/d (1.9 x 10-5 m s-1) and 9.2 ft/d 
(3.2 x 10-5 m s-1) in 1994 and 2001, respectively. The water levels during 
the 1994 estimate were 7–8 ft (2.1–2.4 m) lower than during the 2001 es-
timate, and the water level in EW-OU1-18-A was approximately 20 ft (6.1 
m) and 27 ft (8.2 m) above the top of the FO-SVA in 1994 and 2001, re-
spectively. Therefore, the variation in hydraulic conductivity with depth 
appears to be less at EW-OU1-17-A than at EW-OU1-18-A, particularly 
considering the much larger water level changes at the former compared 
to the latter.  
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The range of well pair averaged estimates assuming 100% efficiency is 
6.8–7.0 ft/d (2.4–2.5 x 10-5 m s-1) and 7.8– 9.0 ft/d (2.7–3.2 x 10-5 m s-1) 
for the EW-OU1-17-A well pairs in 1994 and 2002, respectively. The range 
of well pair averaged estimates assuming 100% efficiency is 4.3-6.8 ft/d 
(1.5–2.4 x 10-5 m s-1) and 6.7–12.4 ft/d (2.4–4.3 x 10-5 m s-1) for the EW-
OU1-18-A well pairs in 1994 and 2001, respectively. The ranges of hydrau-
lic conductivity estimates from EW-OU1-18-A are greater than that from 
EW-OU1-17-A, probably due to the greater variability in the elevation of 
the top of the FO-SVA around EW-OU1-18-A.  

Treated groundwater recharge response 

Water level changes in wells MW-OU1-01-A, -02-A, -06-A and -12-A fol-
lowed changes in the treated water recharge rate by 20 days to a month 
(Oldenburg et al. 2002). As the vadose zone is approximately 70 ft (21.3 
m) thick in this area, the linear velocity through the partially to nearly 
saturated vadose zone beneath the recharge area is between 2.3 and 3.5 
ft/d (1.2 x 10-5 m s-1). Assuming a unit hydraulic gradient and an effective 
porosity of 25%, the unsaturated vertical hydraulic conductivity in the va-
dose zone is 0.6–0.9 ft/d (2.1–3.2 x 10-6 m s-1). 

Short-duration pump tests 

Short duration pumping tests were conducted at wells MW-OU-07-A, 08-
A, 10-A, and 29-A. The results of these tests were analyzed using the Du-
puit-Forcheimer equation to arrive at hydraulic conductivities of 3.1, 3.4, 
43, and 7.1 ft/d (1.1, 1.2, 15, and 2.5 x 10-5 m s-1) (Oldenburg et al. 2002). 
Oldenburg et al. (2002) used the harmonic mean of these conductivities 
(5.1 ft/d (1.8 x 10-5 m s-1)) for estimating average linear velocities and sim-
ple flow modeling used to analyze ISPFS response. The harmonic mean is 
appropriate for estimating conductivities in one-dimensional flow perpen-
dicular to a series of layers with different conductivities. However, the 
geometric mean provides a more accurate estimation of average conduc-
tivity from point measurements in a two-dimensional domain containing 
non-layer-dependent conductivity variations (de Marsily, 1986). The geo-
metric mean of the hydraulic conductivities inverted from the short dura-
tion pump tests is 7.5 ft/d (2.6 x 10-5 m s-1).  
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ISPFS results 

Inversion of the temperature data from the three ISPFS instruments with 
functioning heaters and conforming temperature data yields a Darcy flow 
velocity vector in the vicinity of the instrument, as previously described. 
The apparent vertical Darcy velocities measured by the instruments at OU 
1 are likely artifacts of the thermal heterogeneity and borehole skin around 
the instruments as previously discussed in this report and in Su, et al. 
(2005). However, the horizontal Darcy velocities appear reasonable. Di-
viding these velocities by the gradient yields an estimate of the hydraulic 
conductivity around each sensor. Table 16 lists the inverted velocity and 
the gradient measured from the June 2003 water table in the vicinity of 
the ISPFSs along with the estimated hydraulic conductivities. 

Table 16. Hydraulic conductivity estimates from ISPFS Vh and gradient. 

 MW-OU1-36-A MW-OU1-37-A MW-OU1-39-A 

Vh from ISPFS (ft/day) 0.028 0.093 0.13 

Gradient 0.0058 0.0090 0.027 

Hydraulic Conductivity (ft/day) 4.8 10.3 4.8 

 

Summary hydraulic conductivity comparison 

Table 17 summarizes and compares all of the hydraulic conductivity esti-
mates as well as information regarding heterogeneity and anisotropy. The 
estimates made by a wide variety of methods are in excellent agreement, 
falling primarily between 5–10 ft/d (1.8–3.5 x 10-5 m s-1). This is a remark-
able result given the range of scales over which these estimates are made. 
Scales range from the length of the entire plume (approximately 3000 ft 
(900 m)) to the bore-hole scale (ISPFS results). Furthermore, the analyses 
indicated that the A-aquifer is relatively homogeneous and isotropic with 
perhaps a slight decline in conductivity with depth. The unsaturated verti-
cal conductivities range from 0.6–4 ft/d (2.1–14 x 10-6 m s-1). Given that 
unsaturated conductivities are less than saturated conductivities for the 
same material, this range appears reasonable relative to the horizontal, 
saturated hydraulic conductivities. 
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Table 17. Comparison of hydraulic conductivity estimates. 

Estimate Source Data K type K(ft/d) Notes 

Plume length Horizontal, 
saturated 

5.0 Actual value probably higher due 
to retardation 

Plume alignment Horizontal, 
saturated 

NA Alignment suggests no heteroge-
neity or anisotropy.  

Early 1998 recharge – vadose 
zone above 60 feet deep 

Vertical, near 
saturation? 

1.3-4 No significant heterogeneity in 
vadose zone above 60 feet 

Early 1998 recharge – vadose 
zone below 60 feet deep 

Vertical, un-
saturated? 

0.7 No significant heterogeneity in 
vadose zone below 60 feet 

Treated groundwater recharge Vertical, near 
saturation? 

0.6-0.9  

PDS results Horizontal, 
saturated 

NA horizontal conductivity does not 
vary greatly with depth 

EW-OU1-17-A and -18A draw-
down 

Horizontal, 
saturated 

7.4-7.7 Assumes 100% pumping well effi-
ciency 

EW-OU1-17-A and -18A draw-
down 

Horizontal, 
saturated 

10.6-
10.8 

Assumes 80% pumping well effi-
ciency 

EW-OU1-17-A and -18A draw-
down 

Horizontal, 
saturated 

NA Slight decrease in conductivity 
with depth, no anisotropy 

Short-duration pump tests Horizontal, 
saturated 

3.1-43 Geometric mean is 7.5 

Water-table gradients and ISPFS 
velocity measurements 

Horizontal, 
saturated 

4.8-
10.3 

 

 

TCE plume evolution 

TCE plume history  

The TCE plume is shown in late 1993, late 1997, and late 1999 in Olden-
burg et al. (2002), which nearly covered the temporal extent of the chem-
istry data analyzed in that report. The chemistry data analyzed in the pre-
sent report cover the time period from the beginning of 1986 to the end of 
2003. Figure 49 shows the head of the TCE plume in late 1986. Note that 
the location of the FDA is more accurately depicted as compared to the de-
piction in Oldenburg et al. (2002), and now includes the flammable mate-
rials offloading, storage, and transfer areas as well as the burn pit. The de-
piction shown is based upon studies by Harding Lawson Associates (1986) 
and an unreferenced vertical aerial photograph available from the Fort 
Ord Data Integration System (http://www.fodis.net). This photo was included on 
the website to show the mosaic pattern of grassland, coast live oak wood-
land, and central maritime chaparral at Fort Ord. The photo also hap-
pened to show the FDA in the period between cessation of fire training ac-
tivities and the remedial soil excavation.  

 

http://www.fodis.net/
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Figure 49. Isoconcentrations of TCE (µg/L) in late 1986. 

Plume prior to remediation 

The head of the TCE plume shown in Figure 49 was approximately co-
located with the FDA. The shape of the plume head suggests a single area 
of contaminant release with subsequent advection and dispersion with the 
possible exception of an additional release of contaminants near MW-
OU1-03-A, which has the highest TCE concentrations. The axis of the 
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plume trended approximately 15 degrees west of north which matched the 
estimate of the pre-extraction gradient direction in Oldenburg et al. 
(2002). Up to late 1986, TCE was not detected in the transgradient wells 
MW-OU1-05-A, -06-A, -08-A and -09-A, nor in upgradient wells MW-
OU1-01-A and 02-A.  

Plume after soil remediation 

The TCE plume head in late 1987 is shown in Figure 50. This apparently 
post-dates soil remediation activities at the FDA. TCE concentrations at 
MW-OU1-03-A, -04-A and -07-A diminished relative to 1986. The concen-
trations at the MW-OU1-03-A were the highest and did not decrease as 
significantly as the concentrations in the other two wells, further suggest-
ing an additional, past contaminant release near this well. TCE was de-
tected at upgradient well MW-OU1-01-A for the first time during this pe-
riod. The timing of this detection suggests that the soil remediation 
activities between late 1986 and late 1987 may have moved TCE to the 
south of the FDA, either by reversing the groundwater flow or by introduc-
ing TCE into or mobilizing TCE through the vadose zone in this area. TCE 
was still not detected at the transgradient wells.  

Plume after commencement of pump, treat and recharge 

In mid-1988, extraction of contaminated groundwater from EW-OU1-17-A 
and -18-A commenced. The extraction rate from each well was approxi-
mately 8 gallons per minute (gpm) (0.5 L s-1). The water was treated by an 
on-site granular activated-charcoal system and then spread on the ground 
surface by sprinkler in the general area shown in Figure 51. Based on Fig-
ure 50, the recharge area appears to overlie a portion of the TCE plume. 
The recharge area is approximately 10 degrees east of south from EW-
OU1-18-A, which is almost directly upgradient of this extraction well. 
Oldenburg et al. (2002) estimated that the recharge rate was 70% of the 
total extraction rate, which is 40% greater than the extraction rate from a 
single well. Given these relative rates and the spatial relationship between 
EW-OU1-18-A and the recharge area, it is likely that some of the flow from 
the recharge area bypassed EW-OU1-18-A to the east. 
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Figure 50. Isoconcentrations of TCE(µg/L) in late 1987. 
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Figure 51. Isoconcentrations of TCE (µg/L) in late 1990. 

Figure 51 also shows the TCE plume head in late 1990. Concentrations 
continued to generally decrease within the plume core. The concentration 
at MW-OU1-03-A was still the highest. The TCE concentration in trans-
gradient well MW-OU1-10-A declined, presumably due to flow of TCE-free 
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groundwater from beyond the plume boundary to EW-OU1-17-A 
(throughout the rest of this section, transgradient will be used to refer to 
wells that were cross-gradient from the TCE plume location in 1986).  

In late 1990, the TCE concentration in upgradient well MW-OU1-01-A in-
creased approximately two orders of magnitude relative to the concentra-
tion prior to commencement of treated water recharge. Oldenburg et al. 
(2002) demonstrated that the water levels in this well had the greatest re-
sponse to this recharge. The TCE concentration increase was likely due to 
some effect of the treated water recharge. This could be due to placement 
of the recharge area over a portion of the plume with subsequent reversal 
of groundwater flow. This reversal would cause TCE-contaminated 
groundwater to advect southward toward MW-OU1-01-A. However, flow 
reversal would likely have brought groundwater contaminated with 1,2 Di-
chloroethylene (1,2 DCE) to the well also. 1,2 DCE is a degradation product 
of TCE which is present throughout the head of the TCE plume prior to 
remedial activities in late 1986. 1,2 DCE was not detected in MW-OU-01-
A. Therefore, a more likely mechanism for the TCE increase at MW-OU1-
01-A is mobilization of residual TCE in the vadose zone by the high rate of 
treated water recharge (which is several times the peak natural recharge 
rate (Oldenburg et al. 2002)).  

Figure 51 shows TCE was also detected at transgradient wells MW-OU1-
05-A and -08-A where TCE had generally not been detected prior to 
treated water recharge. This is likely a result of the transgradient plume 
dimension increasing due to divergent flow of contaminated groundwater 
beneath the treated water recharge area. Specifically, a slight change in the 
trajectory of contaminated groundwater along west of the FDA and in the 
vicinity of MW-OU1-03-A would cause the observed increases.  

Plume six years after commencing pump, treat, and recharge 

The concentration of TCE in the plume core continued to decrease through 
early 1994 as shown in Figure 52. The TCE concentration in transgradient 
well MW-OU1-05-A continued to increase. The TCE concentration in 
transgradient well MW-OU1-06-A increased above non-detected for the 
first time, probably due to advection of the contaminated water in the vi-
cinity of MW-OU1-01-A in 1990. Meanwhile, the TCE concentration in 
MW-OU1-01-A decreased considerably suggesting that the source of the 
TCE at this well was significantly depleted by this time. 
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Figure 52. Isoconcentrations of TCE (µg/L) in early 1994 

(modified from Oldenburg et al., 2002). 

Plume prior to early 1998 recharge 

The concentration of TCE in the plume core generally continued to de-
crease through late 1997 as shown in Figure 53. The concentration in MW-
OU1-01-A continued to decrease. The concentration decreased in nearby 
MW-OU1-06-A as well, probably due to advection along the west side of 
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the plume of lower concentration groundwater which occurred in 1994 
around MW-OU1-01-A. The concentration also decreased in MW-OU1-08-
A, probably due to advection of significantly lower concentration ground-
water in the vicinity of MW-OU1-03-A along the east side of the plume.  

 
Figure 53. Isoconcentrations of TCE (µg/L) in late 1997 

(modified from Oldenburg et al., 2002). 
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The TCE concentrations in MW-OU1-04-A, -05-A and -19-A increased 
through late 1997. These increases appear to be due to continued advec-
tion along the west side of the plume of the higher-concentration ground-
water which occurred in 1990 at MW-OU1-01-A. The distance between 
MW-OU1-05-A and MW-OU1-06-A is approximately 400 ft (120 m). From 
Oldenburg et al. (2002), the gradient west of the FDA is 0.011. Using a hy-
draulic conductivity of 7.5 ft/d (2.6 x 10-5 m s-1) and a porosity of 25% 
yields a linear velocity of 0.33 ft/d (1.2 x 10-6 m s-1) or a travel time of 3.3 
years between the two wells. This matches the apparent travel time of over 
two years between these two wells based upon a comparison of Figures 52 
and 53.  

Plume following early 1998 precipitation 

Following the historically high precipitation of early 1998, TCE concentra-
tions in EW-OU1-18-A, nearby wells and wells upgradient remained the 
same as shown on Figure 54. Concentrations in most of the other wells in 
which TCE had ever been detected increased. One explanation considered 
in Oldenburg et al. (2002) was that the record high water levels following 
precipitation caused entrainment of TCE-contaminated water at the base 
of the unsaturated zone. This water could have been stranded after past 
water level declines. However, as presented in Oldenburg et al. (2002), the 
timing of the TCE concentration increases does not match the timing or 
magnitude of the water level increases. Furthermore, some of the wells 
that showed concentration increases, such as MW-OU1-06-A and -05-A, 
do not appear to have been in the vicinity of contaminated groundwater 
during higher water level periods. Other wells that were in the vicinity of 
the most contaminated groundwater during higher water level periods, 
such as MW-OU1-03-A and -07-A, do not show any concentration in-
crease.  

Oldenburg et al. (2002) suggested that mobilization of residual contami-
nation west of the FDA could have caused a concentration increase that 
propagated down gradient. They noted that the concentration increase at 
MW-OU1-05-A occurred approximately three months after the increase in 
MW-OU1-06-A, which is too rapid for advection of a single concentration 
pulse. No other alternative explanations for the concentration increases 
following the early 1998 precipitation are currently available. 

Concentration data from wells installed since early 1997 affords some per-
spective on the downgradient extent of the TCE plume in 1999 as shown in 

 



ERDC/CERL CR-06-2 105 

Figure 55. While the well field at this time does not characterize the full 
extent of the plume, the plume axis passes near PZ-OU1-35-A, and MW-
OU1-29-A and -34-A at the tip of the plume.  

 
Figure 54. Isoconcentrations (µg/L) in the vicinity of the FDA in late 1999 

(modified from Oldenburg et al., 2002). 
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Figure 55. Isoconcentrations of TCE (µg/L) in late 1999 

(modified from Oldenburg et al., 2002). 

Plume in early 2003 

The TCE plume in the vicinity of the extraction wells in early 2003 is 
shown in Figure 56. Note that the results at MW-OU1-10-A have been an-
omalously low since the switch to PDS in late 2001. At this time, the plume 
upgradient of the extraction wells has contracted and the concentrations 
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have decreased since shortly after the early 1998 precipitation event. In 
the plume core immediately downgradient from the extraction wells, the 
concentrations have decreased. This is presumably due to the continued 
input of uncontaminated water from natural flows and treated water re-
charge upgradient of the plume.  

 

 
Figure 56. Isoconcentrations of TCE (µg/L) in the vicinity of the FDA in early 2003. 
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The plume dimension transgradient to EW-OU1-17-A has increased. Con-
centrations within the areas newly occupied by the plume are at or below 
the Maximum Contaminant Level (MCL) of 5 parts per billion (ppb) for 
TCE in drinking water. Trends through late 2003 indicate the TCE concen-
tration will not increase significantly above the MCL in the future.  

The concentration increases to the northwest, west, and southwest of EW-
OU1-17-A are most likely due to narrowing of the capture zone as indicated 
in Oldenburg et al. (2002). This narrowing is caused by sustaining the 
same pumping rate at this well despite the large water level increases fol-
lowing the early 1998 precipitation. The water level in EW-OU1-17-A in-
creased approximately 18 ft (5.5 m), which more than tripled the saturated 
thickness. The capture zone narrowing allowed the plume to spread in the 
vicinity of this well. 

The plume expansion to the east/northeast of EW-OU1-17-A is likely due 
to a combination of factors. The capture zone around EW-OU1-18-A also 
narrowed after the early 1998 precipitation, although not as much as the 
narrowing at EW-OU1-17-A. The water level in EW-OU1-18-A increased 
approximately 7 ft (2.1 m), which increased the saturated thickness by ap-
proximately one-third. Extraction from EW-OU1-18-A was shut down in 
mid-2001. Concentrations at MW-OU1-32-A were slightly higher after the 
switch to PDS. 

The downgradient extent of the plume is shown in Figure 57. This figure 
shows the plume axis has shifted west/southwest and the tip of the plume 
has moved west from its position in late 1999 as shown in Figure 55. This 
is in accord with the gradient rotation following the early 1998 precipita-
tion in the vicinity of the downgradient portion of the plume previously 
discussed. This gradient rotation can be seen by comparing Figures 25 and 
26. 
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Figure 57. Isoconcentrations of TCE (µg/L) in early 2003. 

Simulation of in-situ permeable flow sensors for measuring 
groundwater velocity 

A plot of the steady-state streamlines near the sensor along a horizontal 
(x-y) plane is shown in Figure 58. Perturbation of the uniform flow field 
occurs near the sensor, where flow is diverted around it. The streamlines 
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follow the sensor circumference in the vicinity of the sensor, demonstrat-
ing that the shape of the grid did not influence the flow direction. 
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Figure 58. Steady-state streamlines near the sensor along a horizontal plane. 

An "unrolled" two-dimensional plot of the simulated temperature at a ra-
dial distance of 0.03 m is shown in Figure 59 for Scenario 1. The down-
stream side of the sensor (azimuth = 0°) is shown on the right side of the 
plot. The center of the sensor is warmer than the top and bottom, and the 
upstream side (180°) of the sensor is cooler compared to the downstream 
side (0°) because of horizontal flow across it. The temperature distribution 
above and below the center of the instrument is symmetric because the 
thermal conductivity and permeability are the same in all the layers in this 
simulation. The vertical symmetry of the temperature distribution also in-
dicates that buoyancy flow is negligible. 
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Figure 59. "Unrolled" temperature distribution with depth 
at a radial distance of 0.03 m (near the sensor surface). 

A plot of the temperature profile with depth on the downstream side of the 
sensor (azimuth = 0°) is shown in Figure 60 for Scenarios 1 through 4. 
Scenario 1 has a temperature profile that is symmetric over the nine layers 
representing the heated sensor. In Scenario 2, where the thermal conduc-
tivity of layers 14-17 are lowered to 1.0 and 1.8 W/m°C while the thermal 
conductivity of remaining layers remain at 2.1 W/m°C, the temperatures 
are higher at the bottom of the sensor compared to the top. The tempera-
tures toward the bottom of the sensor are considerably higher when the 
thermal conductivity is 1.0 W/m°C compared to 1.8 W/m°C, but the tem-
perature increase is still considerable even when the thermal conductivity 
is 1.8 W/m°C. The Hydrotechnics® data analysis software would interpret 
such a temperature profile as having a downward vertical flow component. 
The simulated temperature profiles could not be analyzed by the Hydro-
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technics® software to determine the downward flow velocity associated 
with these profiles because the program is written to analyze input pro-
vided in millivolts (output from the thermistors on the Hydrotechnics® 
sensors is in these units).  

Scenarios 1 - 4 Temperature Profiles
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Figure 60. Temperature depth profile along the sensor for Scenarios 1–4.  

In Scenario 3, the permeability of the layers below the sensor was lowered 
to 2 × 10-18 m2 while the other layers remained at 2 × 10-12 m2. The tem-
perature profile remains essentially the same as in Scenario 1, indicating 
that the temperature profile along the heated portion of the sensor is not 
sensitive to permeability changes below the sensor.  

In Scenario 4, a vertical pressure gradient was applied such that it pro-
duced downward flow velocities in the range of the vertical velocities esti-
mated at Fort Ord. As expected, the temperature profile from this simula-
tion is not symmetric, but has higher temperatures at the bottom 
compared to the top. To determine if a similar change in the temperature 
profiles occurred because of vertical layers of different thermal conductivi-
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ties, the magnitude of the temperature shift from the vertical flow case was 
compared to the results from Scenario 2. A similar temperature shift oc-
curred in Scenario 2 when the bottom layer had a thermal conductivity of 
1.8 W/m°C. Therefore, a relatively small decrease in the thermal conduc-
tivity of the layer immediately below the sensor can alter the temperature 
profile enough such that it could be interpreted as having a downward flow 
velocity with a magnitude similar to the ones estimated at Fort Ord. 

At Fort Ord, two of the three flow sensors had a layer of sand separating 
the bottom of the flow sensor from the top of the clay layer. Simulations 
were run in Scenario 5 to investigate whether the temperature profile was 
still altered by the presence of the clay layer when a sand layer separated it 
from the sensor bottom. With Kt,sand = 2.1 W/m°C and Kt,clay = 1.0 W/m°C, 
the simulated temperatures are higher towards the bottom when the sand 
layer is 0.07 m thick, and then to a much lesser extent when the thickness 
is 0.144 m, as shown in Figure 61. At a thickness of 0.288 m, the profile is 
once again nearly symmetric. Therefore, a sand layer with a minimum 
thickness of around 0.3 m is necessary to prevent the clay layer from alter-
ing the temperature profile at the bottom of the sensor. The thicknesses of 
the sand layer separating two of the sensors from the clay layer at Fort Ord 
were 0.45 m and 1.3 m (OU1-39 and OU1-36, respectively). Based on the 
simulated results, the thermal conductivity of the clay layer probably had a 
minimal impact on the temperature profile recorded by these two flow 
sensors.  
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Scenario 5 Temperature Profile
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Figure 61. Temperature depth profile along the sensor for Scenario 5. 

Scenarios 6 and 7 were conducted to investigate how permeability changes 
over the length of the sensor affect the temperature profile. Figure 62 
shows the temperature profile with depth as the permeability in layers 12 - 
17 increases and decreases by a factor of two relative to the layers above. 
The temperatures towards the bottom of the sensor decrease with increas-
ing permeability and increase with decreasing permeability. Therefore, a 
decrease in the permeability near the sensor bottom could also produce 
temperature profiles that when inverted would result in estimates of ap-
parent downward flow velocities. For a permeability decrease of two in 
layers 12-17 relative to the layers above, the temperature at the sensor bot-
tom is around 0.05°C higher than the top. In order to reproduce the down-
ward flow velocities estimated at Fort Ord, a temperature increase of 
nearly 0.25°C at the sensor bottom is necessary (Scenario 4). Since the aq-
uifer at Fort Ord is nearly homogeneous, permeability changes over the 
length of the flow sensors are probably small and cannot entirely account 
for the shift in the temperature profiles. 
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Scenarios 6 - 7 Temperature Profile
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Figure 62. Temperature depth profile along the sensor for Scenarios 6-7. 

The temperature profile from Scenario 8, where layers 12 and 13 were 
modeled with a thermal conductivity of 2.0 W/m°C while the thermal con-
ductivity in the remaining layers was 2.1 W/m°C, is presented in Figure 
63. The small decrease in the thermal conductivity towards the bottom of 
the sensor was enough to produce a similar temperature shift as observed 
in the vertical flow case. Therefore, a subtle decrease in the thermal con-
ductivity with depth along the flow sensor with or without the presence of 
a clay layer below the sensor could also give rise to temperature profiles 
that when inverted could be interpreted as having a downward flow veloc-
ity. Finer textured media has a lower thermal conductivity compared to 
coarser textured ones (Jury 1991). Therefore, if the sand becomes finer 
with depth, the thermal conductivity could decrease and cause a shift in 
the temperature profile along the sensor. Even though the temperature 
profiles recorded by the OU1-36 and OU1-39 flow sensors at Fort Ord were 
probably not affected by the underlying clay layer, the measured tempera-
ture shift may have been because the thermal conductivity of the sand de-
creased slightly with depth along the flow sensors. 
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Scenario 8 Temperature Profile
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Figure 63. Temperature depth profile along the sensor for Scenario 8. 

Inorganic contaminant sampling and analyses 

Chromium 

Concentrations (µg/L) of chromium in samples collected from wells at OU 
1 are listed in Table 18. Also listed in the table are the concurrently meas-
ured concentrations (18.36 µg/L) and certified value (18.53 ± 0.2 µg/L) 
concentrations of chromium in National Institute of Standards and Tech-
nology (NIST) certified reference material for trace elements in water 
(1643d). Comparisons of those two values shows the recoveries for chro-
mium were essentially quantitative (~100%), which attests to the accuracy 
of the groundwater measurements. 
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Table 18. Chromium concentrations (µg/L) of groundwater samples 
collected at OU 1 in August, 2003. 

Well Analysis date   Cr (µg/L) 

MWOU1-7-A 04 Sept. 2003 0.9 

MWOU1-19-A 28 Aug. 2003 1.8 

MWOU1-36-A 28 Aug. 2003 2.0 

MWOU1-37-A 04 Sept. 2003 1.6 

MWOU1-38-A 28 Aug. 2003 1.5 

MWOU1-39-A 28 Aug. 2003 1.0 

 
Chromium concentrations measured in the six different samples ranged 
from 0.9 to 2.0 µg/L, and averaged (± 1 sd) 1.5 ± 0.4 µg/L. This relatively 
consistent range contrasts with the range of previously measured chro-
mium concentrations in over 300 groundwater samples collected from 
wells at OU 1 between 1987 and 1993 (unpublished data). All of those con-
centrations were reported as Not Detected (ND), with the exception of 
seven samples from different wells, which had concentrations ranging 
from 2.9 – 5.4 µg/L, and fifteen samples from one well (MW-OU1-11-
SVA), which had concentrations ranging from 0.02 to 10.4 µg/L. Since all 
but one of those latter values was ≤ 0.1 µg/L, the one high outlier (10.4 
µg/L), which was the last reported concentration (April 1992) from the 
well and the principal cause for concern with chromium contamination in 
the A-aquifer, is tentatively considered to be a sampling and/or artifact. 
Moreover, those other data are also circumspect because of the variation 
in sensitivity (MDL), the absence of concurrent measurements of an ap-
propriate SRM, and concerns with sampling artifacts. 

However, the chromium concentrations measured for this study are read-
ily comparable with contemporary measurements of chromium measured 
in the Aromas Red Sands and Purisima aquifers that also occur in Mon-
terey County, California (Gonzalez et al., 2005). Both sets of measure-
ments were made with the same sampling and analytical protocols. More-
over, the levels of chromium in the surface aquifer at OU 1 are 
intermediate to the average values for the other two aquifers, which are 
both attributed to natural processes. 

Other trace elements 

Concentrations of other trace elements (Cd, Co, Cu, Fe, Mn, Ni, Pb, Zn) 
sampled from wells at OU 1, along with those of a field blank, are listed in 
Table 19. These measurements show similarly reproducible (relatively pre-
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cise) ranges as observed with the chromium measurements, with one ex-
ception. Concentrations collected with a bailer, using trace metal clean 
techniques, from OU 1—36-A were consistently higher than those collected 
directly from that site, and both were often orders of magnitude higher 
than concentrations collected at other sites.  

Table 19. Trace metal concentrations in groundwater at OU 1(Fort Ord 2003) 

  
Cd 
(µg/L) Co (µg/L) Cu (µg/L) Fe (mg/L) 

Mn 
(mg/L) 

Ni  
(µg/L) 

Pb 
(µg/L) 

Zn 
(µg/L) 

Sample ID Matrix Value Value Value Value Value Value Value Value 

04A water 0.0189 0.0179 0.1061 0.0039 0.0003 0.7272 0.0033 0.0135 

05A water 0.0127 0.0360 0.0921 0.0059 0.0002 0.5752 ND 0.0389 

07A water 0.0168 0.0099 0.0906 0.0016 0.0006 1.5584 0.0043 0.2676 

07A water 0.0184 0.0184 0.1046 0.0015 0.0007 1.5655 0.0086 0.3343 

07A-average water 0.0176 0.0142 0.0976 0.0016 0.0006 1.5619 0.0064 0.3009 

07A-rpd water 9% 60% 14% 9% 5% 0% 66% 22% 

19A water 0.0121 0.0164 0.0795 0.0052 0.0004 0.5399 0.0007 ND 

20A water 0.0159 0.0143 0.0808 0.0024 0.0003 1.3536 0.0007 0.0377 

36A water 0.5090 1.0575 1.0665 0.7563 0.0522 4.8065 1.0308 5.2448 

36A-BAILER water 0.1674 1.8017 1.3462 1.6462 0.0854 7.8955 1.9286 4.4845 

36-Field Blank water 0.0013 ND 0.0673 0.0055 0.0001 ND ND ND 

37A water 0.0209 0.0248 0.1649 0.0028 0.0010 2.3871 0.0056 0.0792 

38A water 0.0224 0.0278 0.1276 0.0084 0.0012 1.8217 0.0047 0.4124 

39A water 0.0210 0.2634 0.1022 0.0023 0.0008 2.4874 0.0011 0.0719 

40A water 0.0136 0.0177 0.0859 0.0020 0.0002 0.8202 ND 0.3480 

ND = non-detected 

 

Values measured at the other sites were not readily comparable to those 
previously measured at OU 1 between 1987 and 1993 (unpublished data) 
for the same reasons the chromium data were not comparable: high and 
variable MDLs, most concentrations were reported as ND, anomalously 
high outliers, lack of reported QA/QC, and concerns with sampling and 
analytical protocols. However, the iron and manganese concentrations 
measured for this study were consistent with data reported by Gonzalez et 
al. (2005) for the Aromas Red Sands and Purisima aquifers, as they were 
for chromium; and the all of the trace metal concentrations were compa-
rabale to those measured in a surface aquifer in adjacent Santa Cruz 
County by Creasey and Flegal (1999), who also used comparable sampling 
and analytical protocols. Consequently, all trace metal concentrations 
measured at OU 1 in this study are comparable to those considered natural 
values in adjacent aquifers.  

 



ERDC/CERL CR-06-2 119 

Automated remote sampling 

The relatively high trace element concentrations obtained with the bailer 
in this study, as well as the highly variable concentrations previously re-
ported for the site for samples that were collected and analyzed with stan-
dard procedures, evidence the need for rigorous sampling protocols that 
do not perturb the aquifer and yield erroneously high values. In contrast 
the relatively low and precise measurements obtained in this study dem-
onstrate that accurate trace metal data may be remotely collected from aq-
uifers using remote, automatic sampling systems like the one installed at 
OU 1. 

Automated remote sampling devices are extremely beneficial especially for 
small watersheds and isolated areas, like the Fort Ord site, where manual 
sampling is difficult and expensive. The combination of VOC contamina-
tion together with the low levels of trace metals makes the Fort Ord site a 
good location to investigate variations in trace metal concentration associ-
ated with groundwater recharge after precipitation. The use of automated 
sampling equipment in a closed flow system greatly reduces the potential 
for contamination, allowing precise and accurate sample collection under 
trace metal clean environment. 

This automated sampling system offers several advantages over conven-
tional methods. The equipment is both modular and portable making it 
relatively easy to transport and assemble in the field. The current setup 
allows up to seven samples to be collected before they must be manually 
removed and new columns installed. This multiplicity enables not only 
time series sampling of wells but also discrete sampling of up to seven dif-
ferent wells during one storm event. Sample thorough-put can also be eas-
ily increased by using additional multi-position valves. 

The automated remote sampling system can accommodate simultaneous 
sampling of multiple wells. All the plumbing from each wellhead converges 
at the research weather station, which localizes the site of sampling and 
allows the pump setup to collect one sample from each well. The use of 
columns packed with iminodiacetate resin eliminates the need to use sam-
pling bottles. This reduces the time and cost involved in the sampling 
process by eliminating the use of expensive trace metal grade mineral ac-
ids and time required to clean bottles for collection of trace clean water 
samples. It also eliminates the subsequent acidification of those samples 
which is required to prevent adsorptive loss of trace metals on bottle walls. 
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The loaded columns can remain on site until it is convenient for them to be 
collected for analysis. 
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4 Conclusions 

Groundwater flow monitoring technologies 

The feasibility of real-time monitoring of subsurface contaminants during 
pump-and-treat has been demonstrated. This project produced a working 
facility for experimentation and demonstration of concepts, and includes 
field installation of an on-line real-time instrumentation (gas chromato-
graph, meteorological station). Connection by a wireless link of the site to 
the Internet enables real-time access to information from the site. Results 
of this work strongly suggest that, with real-time instrumentation of the 
water sampling and rainfall, more dynamic control of pumping could re-
sult in significant reduction in pumping costs and simultaneously reduce 
the migration of the toxic plume. Results also support the hypothesis that 
this approach could be used to pinpoint the contaminant source zone thus 
enabling localized secondary treatment possibilities. Though the focus of 
this particular work was the TCE contamination at the former Fort Ord, 
the design of this system can be adapted to address other contaminant is-
sues such as perchlorate and explosives.  

Though it was not the main focus of this project, work was also done on 
automated trace metal clean sampling and on-line field processing. This 
was based on our previous experience at other sites in the Santa Cruz area, 
which demonstrated that standardized sampling protocols may yield erro-
neously high values for heavy metal concentrations in groundwater, as 
well as being labor intensive and expensive. Consequently, the applicabil-
ity of an automated remote sampling system designed to collect ground-
water samples under trace metal clean conditions in response to ephem-
eral events was demonstrated at OU 1. This system was coupled with a 
rainwater gauge to enable the collection of groundwater samples after an 
initial volume of rainfall is detected and additional samples in a user de-
fined time series to trace contaminant responses precipitation. 

Analysis of aquifer response, groundwater flow and plume evolution 

Water-table evolution 

At of the end of 2003, the water table at OU 1 was still responding to the 
high quantity of precipitation that occurred 5 years earlier in early 1998. 
Water levels in all the wells analyzed in this report had peaked by this 
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time. The water levels in the portion of the TCE plume downgradient of 
the extraction wells peaked the latest. The gradient in this area rotated ap-
proximately 20° counterclockwise from north- to northwest-directed in 
2000, and northwest-directed in 2002. Outside of the plume, water levels 
toward the center and edge of the FO-SVA peaked earlier than the water 
levels in the areas midway between. All of these responses can be under-
stood conceptually as resulting from an instantaneous, uniform addition of 
water on top of the previously equilibrated water table of the A-aquifer, the 
extent of which is defined by the edge of the FO-SVA. 

Porosity 

Water level responses to the early 1998 precipitation event in A-
aquifer/deeper aquifer well pairs allow estimation of the porosity of the A-
aquifer. The estimate of 30-37% total porosity suggests that the effective 
porosity estimate of 30% used in Oldenburg et al. (2002) is perhaps 5% 
too high.  

Recharge 

The water level increases in the A aquifer resulting from the early 1998 
precipitation event allow estimation of the fraction of this precipitation 
that recharged to the water table. The estimate of a 38 to 51% recharge 
fraction for this precipitation event is higher than the 27% recharge frac-
tion derived from an analysis of water level changes during more typical 
rain years in Oldenburg et al. (2002). The former should be higher than 
the latter primarily due to the lack drainages in the OU-1 area and greater 
relative ground saturation (causing higher vadose zone relative perme-
abilities). Therefore, the estimated recharge fraction from the early 1998 
precipitation is consistent with the recharge fraction estimate for typical 
rain years. 

ISPFS results 

The groundwater flow azimuths measured by the ISPFSs were rotated 
counterclockwise relative to the gradients from water level contouring for 
unknown reasons. The shifts in gradient azimuth measured by the ISPFSs 
readily correlate to pumping rate changes from the extraction wells and 
the water table response to the early 1998 precipitation event. The hori-
zontal flow velocities measured by the ISPFSs match the regional velocities 
suggested by the water table gradient and hydraulic conductivities from 
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short term pump tests. The changes in horizontal velocity readily correlate 
to pumping rate changes from the extraction wells. Based upon instrument 
installation records and numerical modeling, the large, downward-
directed vertical velocities measured by the ISPFSs could be due to either 
in-situ or drilling induced thermal conductivity heterogeneities possibly in 
combination with drilling induced permeability heterogeneity. 

PDS results 

The PDS results from a given well were generally similar to the P&S re-
sults. With the exception of MW-OU1-10-A, PDS resulted in slightly higher 
TCE and 1,2 DCE concentrations in a few wells. In MW-OU1-10-A, PDS 
resulted in significantly lower concentrations. In general, the PDS and P&S 
results were more similar for TCE and 1,2 DCE than for CT and Chloro-
form.  

Depth profiling of contaminant concentrations was performed with PDS in 
many wells. This profiling typically indicated that concentrations are uni-
form with depth or increased with depth as might be expected due to con-
taminant off-gassing at the water surface.  

A-aquifer hydraulic conductivity 

The A-aquifer horizontal hydraulic conductivity estimates from the 
ISPFSs, short duration pumping tests, drawdowns due to long term ex-
traction, and the entire TCE plume matched remarkably well, indicating 
unusual uniformity across scales. These estimates indicate the aquifer-
scale hydraulic conductivities are likely between 7 and 10 ft/d (2.5–3.5 x 
10-5 m s-1). The results of the PDS depth profiling also qualitatively indi-
cate little variation in the horizontal conductivity with depth through the 
A-aquifer. Vertical conductivities in the vadose zone estimated from water 
level responses to surficial recharge changes matched the horizontal con-
ductivity estimates well. Finally, flow information from the ISPFSs and the 
TCE plume shape indicates there is no significant anisotropy in the A-
aquifer. 

TCE plume evolution 

Oldenburg et al. (2002) concluded high recharge rates had mobilized re-
sidual TCE in the vicinity of the FDA causing concentrations to increase in 
various locations transgradient to the plume. This conclusion was favored 

 



ERDC/CERL CR-06-2 124 

over changes in the groundwater flow field due to the treated water re-
charge because the available water level data did not suggest that extrac-
tion and treated water recharge had altered the flow field sufficiently to 
explain the changes. The conclusions of Oldenburg et al. (2002) were 
based upon chemistry data from mid-1992. The inclusion of earlier chem-
istry data in the analysis of the present report has altered the earlier con-
clusion. Now the likely cause of the transgradient concentration increases 
is mobilization of residual contamination south of the FDA combined with 
slight alteration of the flow of contaminated water northeast of the FDA. 
The earlier chemistry data indicate that the treated water recharge area 
partially overlay the TCE groundwater plume, thus causing the plume to 
spread. This stated, the transgradient increases as of 2003 are typically at 
or below MCLs. The pump-and-treat operation at the head of the OU-1 
plume, which commenced in 1988, has significantly reduced contaminant 
concentrations and dissolved mass.  

In the downgradient portion of the TCE plume, concentration data indi-
cate the counterclockwise gradient rotation caused by the early 1998 pre-
cipitation is causing the contaminant advection to shift direction. The TCE 
plume is now advecting west/northwest, that is more westward than its 
pre-1998 axis. Therefore, any remedial effort based upon capturing or 
treating the plume as it advects through a transect, will have to change po-
sition and take place over a larger transect relative to the pre-1998 condi-
tions. Furthermore, the slow return of groundwater flow to the pre-1998 
conditions should also be taken into account when designing remedial sys-
tems. 

Due to the gradient change at the tail of the plume, the plume is shifting 
off of the well network to some extent. This shift should be tracked care-
fully and new monitoring wells installed if necessary. Otherwise there 
might be a tendency to conclude that the plume is dissipating. The change 
in gradient direction may also have implications for the design of the re-
medial system for this portion of the plume. Whether a barrier or volumet-
ric system is designed, the appropriate position for this installation ap-
pears to be shifting. In particular, note that in late 1999, the TCE 
concentration at MW-OU1-27-A was approximately the MCL (5 µg/L). As 
of early 2003, the TCE concentration is approximately 15 times the MCL, 
apparently due to a shift of the plume axis. 

Simulation of in-situ permeable flow sensors for measuring 
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groundwater velocity 

Three-dimensional flow and heat transport simulations near a Hydrotech-
nics® flow sensor were conducted to investigate possible reasons for the 
apparent downward flow velocities estimated at the former Fort Ord Army 
Base. Under conditions of horizontal flow only, the temperature profile 
along the length of the sensor can be perturbed by changes in the thermal 
conductivity and permeability in such a manner that the Hydrotechnics® 
data analysis software could interpret the shift in temperature as down-
ward flow. This occurs when the thermal conductivity of the porous media 
decreases towards the bottom of the sensor, and/or when a layer of lower 
thermal conductivity soil is located close to the bottom of the flow sensor. 
A decrease in the permeability towards the bottom of the sensor also can 
result in temperature profiles that could be interpreted as downward flow, 
but permeability changes have a less significant effect on the temperature 
profiles compared to changes in thermal conductivity. Our simulations 
demonstrate that the temperature profiles recorded by the flow sensors 
are sensitive to changes in the thermal and hydraulic properties of the soil. 
The vertical velocity estimates obtained by Hydrotechnics® flow sensors 
should be evaluated carefully and compared with estimates from other 
methods if possible, such as using groundwater temperature profiles to 
estimate vertical velocities (e.g., Reiter 2001) and measuring pressures at 
different depths to determine if a vertical flow gradient exists. 

Inorganic contaminant sampling and analyses 

Automated remote sampling 

As previously noted, automated remote sampling devices are extremely 
beneficial especially for small watersheds and isolated areas, like the Fort 
Ord site, where manual sampling is difficult and expensive. The combina-
tion of VOC contamination together with the low levels of trace metals 
makes the Fort Ord site a good location to investigate variations in trace 
metal concentration associated with groundwater recharge after precipita-
tion. The use of automated sampling equipment in a closed flow system 
greatly reduces the potential for contamination, allowing precise and accu-
rate sample collection under trace metal clean environment. 

This automated sampling system offers several advantages over conven-
tional methods. The equipment is both modular and portable making it 
relatively easy to transport and assemble in the field. The current setup 
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allows up to seven samples to be collected before they must be manually 
removed and new columns installed. This multiplicity enables not only 
time series sampling of wells but also discrete sampling of up to seven dif-
ferent wells during one storm event. Sample thorough-put can also be eas-
ily increased by using additional multi-position valves. 

In addition, the system can accommodate simultaneous sampling of mul-
tiple wells. All the plumbing from each well head converges at the research 
weather station, which localizes the site of sampling and allows the pump 
setup to collect one sample from each well. The use of columns packed 
with iminodiacetate resin eliminates the need to use sampling bottles. This 
reduces the time and cost involved in the sampling process by eliminating 
the use of expensive trace metal grade mineral acids and time required to 
clean bottles for collection of trace clean water samples. It also eliminates 
the subsequent acidification of those samples which is required to prevent 
adsorptive loss of trace metals on bottle walls. The loaded columns can 
remain on site until it is convenient for them to be collected for analysis. 

Trace element concentrations 

The capability of the on-line system to collect samples for trace metal con-
centration measurements was evaluated by comparing elemental concen-
trations of groundwater samples collected at the site with the remote sam-
pling system to data from previous collections at the site using established 
protocols. The latter were obtained by different commercial laboratories 
using U.S. EPA protocols for sampling and analyzing trace metal concen-
trations in groundwater between 1986 and 1992. During that period they 
sampled 13 different wells between 6 and 15 times to collect samples for 
trace element concentration measurements, including the 7 trace elements 
(Cd, Co, Cr, Cu, Ni, Pb, Zn) we measured in our calibration.  

A comparison of data collected with our on-line system and those previous 
data is provided in Table 1. It shows the analytical detection limits (DL) of 
our measurements were 2 to 1200 times lower than the reported by other 
laboratories, which made all of their measurements of some elements (Cd, 
Co, Pb) below the DL (i.e., all = ND) and most of those of other elements 
below the DL (Cr = 202/214; Cu = 200/202; Ni = 201/202; Zn = 
185/202). In contrast all of our measurements were above the DL, with the 
exception of some of those of Pb (6/10) and Zn (5/10), and reportable val-
ues for those NDs could have been obtained by adjusting the analytical pa-
rameters (Ndung’u et al. 2003). Consequently, the initial calibration of the 
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on-line sampling system provided with 10 samples collected at the study 
site provided more data than had previously been obtained from hundreds 
of analyses of samples collected at that site over the previous decade. 

Moreover, the few measurable (> ND) trace element concentrations of 
samples in those previous collection are circumspect. They indicate that 
concentrations of Cr, Cu, Ni, and Pb in the shallow aquifer vary by ~1 to 2 
orders of magnitude (i.e., 3 to 360-fold), although there is no evidence of 
localized elemental contamination in the small study site. Moreover, those 
measurable concentrations are as much as 5 to 90-fold higher than the 
highest concentrations obtained in our preliminary sampling and analyses.  

These disparities in sensitivity, precision, and range are consistent with 
those we observed in a previous comparison of trace element concentra-
tions in groundwater (Creasey and Flegal 1999). In that study it was de-
termined that concentrations of the same elements (Ag, Cd, Cr, Cu, Ni, Pb, 
Zn) in samples collected with both (1) low-flow purging and sampling, 
comparable to the on-line collections employed in this study and (2) trace-
metal clean techniques were markedly lower by 1 to 3 orders of magnitude 
than those obtained by another laboratory using conventional sampling 
and analytical techniques. Consequently, the results of the preliminary 
calibration of the on-line sampling system (1) substantiate the conclusion 
of our previous study that the use of low-flow and trace metal clean tech-
niques may preclude reports of erroneously high trace element concentra-
tions in groundwater and (2) attest to the applicability of the on-line sam-
pling system to obtain more representative samples for trace element 
analyses of groundwater than those obtained with conventional sampling 
systems. 

Table 20. Comparison of elemental concentration (µg/L) analyses of groundwater at OU1 
reported by UCSC and other laboratories: including number of samples measured, analytical 
detection limits (DL), number of samples below the detection limit or non-detected (ND), and 

range of concentrations. 

Element Laboratory Samples (#) DL (µg/L) ND (#) Range (µg/L) 

Cd UCSC 10 0.013 0 0.012 - 0.021 

 Other 202 0.1 - 2.7 202 ND 

Co UCSC 10 0.0019 0 0.014 - 0.26* 

 Other 157 1.0 157 ND 

Cr UCSC 6 0.005 0 0.9 - 2.0 

 Other 214 0.1 - 2.7 202 ND - 10.4 

Cu UCSC 10 0.027 0 0.080 - 0.107 
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 Other 202 0.1 - 7.3 200 ND - 0.34 

Ni UCSC 10 0.024 0 0.54 - 2.49 

 Other 202 0.1 - 28.8 201 ND - 33.4 

Pb UCSC 10 0.0022 6 ND - 0.0086 

 Other 202 0.1 - 1.6 202 ND 

Zn UCSC 10 0.044 5 ND - 0.412 

 Other 202 0.1 185 ND - 36.3 

* The upper value of 0.26 µg/L is anomalously high, compared to the other 9 values for Co; and that 
statistical outlier is considered to be erroneous. 
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5 Recommendations 

Three groundwater flow sensing systems were deployed in the spring of 
2004 at the source area of a TCE plume at the Operable Unit 1 of the for-
mer Fort Ord Army Base, Monterey County, California. The three systems 
employ entirely different modes of operation, but all three produce esti-
mates of groundwater flow rate, and two produce estimates of the direc-
tion of groundwater flow. The Hydrotechnics® ISPFS system is a perma-
nently installed device that utilizes high precision temperature sensing 
over the surface of a heated cylindrical probe to measure heat displaced by 
groundwater flow. Inversion algorithms produce estimates of both hori-
zontal and vertical flow vectors, as well as an azimuth for groundwater 
flow direction. The device is buried directly in the formation without cas-
ing or sandpack, and appears to produce data that are in good agreement 
with standard analysis of aquifer conductivity generated by pumping tests, 
combined with gradient analysis. It is designed to provide long-term log-
ging of flow parameters with essentially no operator intervention or main-
tenance. Therefore, it is strongly recommended that the system be main-
tained and upgraded to capitalize on the substantial investment in the 
project to date and on the demonstrated success of the system. 

The other two tools examined are designed to vertically scan through the 
water standing in the borehole, and log data that can be used to calculate 
flow rates, and in one case, flow direction. The RAS HPL system utilizes 
displacement of groundwater from the well by introduced low electrical 
conductivity water. As horizontal flow of formation water pushes this low 
conductivity “tracer” from the well, continuous vertical recordings of con-
ductivity recovery are made, from which influx rates are calculated. The 
equipment is highly portable; in the present case one well was logged with 
this system on each day. While not producing flow direction data, this sys-
tem produced estimates of flow velocity that were in close agreement with 
the ISPFS data, without addition of any correction for presumed accelera-
tion of groundwater velocity induced by the borehole itself. Therefore, it is 
recommended that this RAS HPL system also be employed in subsequent 
studies. 

The last tool examined, the LLNL scanning colloidal borescope, is also a 
portable logging tool that can be operated readily by a single worker, log-
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ging at a rate roughly equal to that of the RAS HPL system. Its operating 
principle is the video recording of back-lit particles by a down-hole CCD 
camera, illuminated from below by a high intensity lamp. Computer soft-
ware digitizes the video recordings, detects and identifies particles be-
tween adjacent image “frames,” and calculates horizontal displacement 
and direction. Many particles are monitored for each data record, which 
can then be reduced for plotting or statistical analysis. In this study, 
SCBFM data tended to over-report borehole velocities when compared 
with the other two tools, but the disagreement was not as great as reported 
in other comparative efforts. However, flow direction did not correlate 
with data produced by the ISPFS, even though the experiment was per-
formed in what has heretofore been considered a nearly ideal, homogene-
ous sand aquifer. The reasons for this disparity are not understood at this 
time. Further detailed experimentation with this SCBFM device is war-
ranted, as its speed of deployment and reasonable agreement with the 
overall magnitude of flow velocities generated by the other two tools ap-
pear to be positive results. 

Finally, it is recommended that trace metal clean sampling and analytical 
protocols become required for measurements of trace metal concentra-
tions in groundwater to preclude the generation of erroneously high and 
variable data. It is also recommended that automated, remote sampling, 
processing, and analytical instrumentation be developed to measure inor-
ganic contaminants in groundwater that is comparable to the system de-
veloped to measure organic contaminants at OU 1. 
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Acronyms 

DCE  dichloroethylene 

DL  detection limits 

DOC  dissolved organic carbon 

EPA  Environmental Protection Agency 

FDA  fire drill area 

FEC  fluid electrical conductivity  

FO  Fort Ord 

GC  gas chromatograph 

GFAAS graphite atomic absorption spectrometer 

HPL  hydrophysical logging tool 

ISPFS  in-situ permeable flow sensor 

LBNL   Lawrence Berkeley National Laboratory  

LLNL  Lawrence Livermore National Laboratory 

MEK  methylethylketone  

MCL  maximum contaminant level 

MDL  maximum detectable limits 

ND  non-detected 

NRCC  National Research Council of Canada 

 



ERDC/CERL CR-06-2 136 

 

OU  operable unit 

P&S  purge and sample  

PDS  permeable diffusion sampling 

QA/QC  quality assurance/quality control  

SCBFM scanning colloidal borescope flow meter 

SRM  standard reference material 

SVA  Salinas Valley Aquitard 

TCE  trichloroethylene 

UCSC  University of California, Santa Cruz 

VOC  volatile organic compound 
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