
Stf-*6 -4>

Reports of the

U.S. ~ USSR.

WEDDELL POLYNYA

EXPEDITION
October -November

1981

Volume 8

Collected Reprints

U.S. Army Cold Regions Research and Engineering Laboratory
Special Report 86-6

1986



Reports of the U.S.-U.S.S.R. Weddell Polynya Expedition, October-Novem
ber 1981:

Volume 1--Introduction. B.A. Huber and A.L. Gordon, Lamont-Doherty Geo
logical Observatory, Technical Report LDGO-83-2, 1983.

Volume 2--Hydrographic Data. B.A. Huber, J. Jennings, C.-T. Chen, J.
Marra, S. Rennie, P. Mele and A. Gordon, Lamont-Doherty Geological Ob
servatory, LDGO-83-1, 1983.

Volume 3~Biology. J. Stepien, J. Marra, L. Burckle and J. Morley, Lamont-
Doherty Geological Observatory, August 1983.

Volume 4~Physical, Chemical and Biological Properties of Ice Cores. U.S.
Army Cold Regions Research and Engineering Laboratory, Internal Report
965, 1983.

Volume 5~Sea Ice Observations. S.F. Ackley and S.J. Smith, U.S. Army
Cold Regions Research and Engineering Laboratory, Special Report 83-2,
1983.

Volume 6--Upper-Air Data. E.L Andreas, U.S. Army Cold Regions Research
and Engineering Laboratory, Special Report 83-13, 1983.

Volume 7~Surface-Level Meteorological Data. U.S. Army Cold Regions
Research and Engineering Laboratory, Special Report 83-14, 1983.



Unclassified

SECURITY CLASSIFICATION OF THIS PAGE (When Data Entered)

REPORT DOCUMENTATION PAGE
I. REPORT NUMBER

Special Report 86-6

2. GOVT ACCESSION NO.

READ INSTRUCTIONS

BEFORE COMPLETING FORM

RECIPIENT'S CATALOG NUMBER

4. TITLE (and Subtitle)

REPORTS OF THE U.S.-U.S.S.R. WEDDELL POLYNYA
EXPEDITION, OCTOBER-NOVEMBER 1981
VOLUME 8: COLLECTED REPRINTS

5. TYPE OF REPORT & PERIOD COVERED

6. PERFORMING ORG. REPORT NUMBER

7. AUTHORfa;

The WEPOLEX Group

(Stephen F. Ackley and Donna R. Murphy, Editors)

8. CONTRACT OR GRANT NUMBER'S)

9. PERFORMING ORGANIZATION NAME AND ADDRESS

U.S. Army Cold Regions Research and
Engineering Laboratory
Hanover, New Hampshire 03755-1290

11. CONTROLLING OFFICE NAME AND ADDRESS

U.S. Army Cold Regions Research and
Engineering Laboratory
Hanover, New Hampshire 03755-1290

10. PROGRAM ELEMENT. PROJECT. TASK
AREA & WORK UNIT NUMBERS

12. REPORT DATE

March 1986
13. NUMBER OF PAGES

lfil
U. MONITORING AGENCY NAME A ADDRESS^// different from Controlling Office) 15. SECURITY CLASS, (of thla report)

Unclassified

16. DISTRIBUTION STATEMENT (of thla Report)

Approved for public release; distribution unlimited.

15«. DECLASSIFICATION DOWNGRADING
SCHEDULE

17. DISTRIBUTION STATEMENT (of the abstract entered In Block 20, If different from Report)

IB. SUPPLEMENTARY NOTES

19. KEY WORDS (Continue on reverae aida if necaaaary and Identify by block number)

Atmospheric sciences
Chemical oceanography
Marine biology
Physical oceanography
Weddell polynya

20. ABSTRACT CConthaim aa reveraa aid* H rrmca+marj and Identify by block number)

The papers assembled here represent the eighth volume of the collection summarizing the
results of the 1981 joint Weddell Polynya Expedition (WEPOLEX). As indicated by the
papers, the expedition was a multidisciplinary effort with research components in physical
oceanography, chemical oceanography, marine biology, atmospheric sciences and sea ice
studies.

FX) »j^ 7J 1473 EDITIOI* OF »MOV 6S »S OBSOLETE
Unclassified

SECURITY CLASSIFICATION OF THIS PA'.E (When Data Entered)



PREFACE

The papers assembled here represent the eighth volume of the collec
tion summarizing the results of the 1981 joint Weddell Polynya Expedition
(WEPOLEX). As indicated by the papers, the expedition was a multidisci
plinary effort with research components in physical oceanography, chemical
oceanography, marine biology, atmospheric sciences and sea ice studies.
General background on the expedition and its participants is given in the
two articles in the Introduction section.

It was decided to publish this collected reprint volume since the first
seven reports of this series were primarily data reports and cruise logs of
the various components. The analyses of the data are given in the papers
in this report. As shown here the reprints, 25 articles, represent a fairly
broad range of scientific and general interest literature, with publications
in Journal of Geophysical Research, Antarctic Journal of the U.S., Nature,
Marine Ecology—Progress Series, Monthly Weather Review, Micropaleontol
ogy, EOS and Ocean Engineering. It was felt therefore that a single collec
tion of the published journal articles, commonly linked by the data collected
on the Weddell Polynya Expedition, would be, at least, a convenience to
those who participated in the program and possibly of value to others who
can save a little time in cross-referencing the articles without having to
obtain journals either unfamiliar or unavailable to them.

All the participants in the program are indebted to Arnold Gordon of
Lamont-Doherty Geological Observatory and E.I. Sarukhanyan of Arctic and
Antarctic Research Institute, who provided the continuous care and feeding
necessary for the expedition to take place. It is a major tribute to their
character that the expedition took place despite generally rising internation
al tensions and deteriorating cooperation between the two countries.

Support to the program was provided by several agencies; the primary
U.S. support was from the Division of Polar Programs, National Science
Foundation. Specific grants are acknowledged in the individual articles re
printed here. The editors gratefully acknowledge the support of the U.S.
Army Cold Regions Research and Engineering Laboratory in preparing this
report.
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American and Soviet Expedition into
the Southern Ocean Sea
Ice in October and November 1981

A. L. Gordon and E. I. Sarukhanyan

At the end of the austral winter, the Southern Ocean sea
ice covers over 20 million square kilometers of ocean, an
area larger than Antarctica. In November the ice begins to
melt rapidly, retreating to only 20% of winter value by Feb
ruary. The basis of our understanding of the complex
Southern Ocean is data obtained during the ice-free period;
yet, it is in the ice-covered state, where the data base is
essentially zero, that many significant events are believed
to take place. Direct observations within the ice cover are
limited to ships inadvertently locked in the ice, notably the
Weddell Sea experience of the Deutschland in 1912, to
coastal observations at Antarctic stations, and to a few
year-long bottom-moored current meter deployments below
the winter ice: in total, a very small data set that is restrict
ed to a few types of measurements. It is likely that the ex
tensive winter ice cover surrounding Antarctica represents
the largest segment of the world ocean without a funda
mental data set.

In recent years, satellite-based remote sensing of winter
ice conditions has been particularly useful, but cloud cover
restricts viewing of the sea surface, and interpretation of
the data is hindered without ground-based data. However,
satellite data have revealed a feature of particular interest
in the region near the Greenwich Meridian and 65°S. Here,
in the winters of 1974-1976, a 0.2-0.3 million square ki
lometer region, which usually is covered by sea ice, had lit
tle or no ice cover [Carsey, 1980]. Oceanographic observa-

Fig. 1. Scientific group and officers aboard the Mikhail Somov
for the US-USSR Weddell Polynya Expedition. The authors of this
article are seated on either side of the Somov captain (third from
the right).

Reprinted with permission.

tions in the austral summer of 1977 provided indirect evi
dence that this ice-free region or polynya is associated with
deep-ocean convection. The convective process transfers
deep-water heat into the surface layer, thus inhibiting ice
formation, and carries surface water to abyssal depths that
cools and ventilates the deep ocean [Gordon, 1978].

To obtain the first comprenensive data set within the
Southern Ocean sea ice during the period of maximum ice
extent when the accumulative effects of winter are present,
and to provide an opportunity to study an active polynya
event, should one develop, a joint American and Soviet ex
pedition was organized. This expedition, called the US-
USSR Weddell Polynya Expedition, was carried out during
October and November 1981 aboard the Soviet research

vessel Mikhail Somov. Scientists from several laboratories

in the United States and from the Arctic and Antarctic Re

search Institute in Leningrad participated in the inter-disci
plinary expedition. The scientific team, equally divided be
tween 26 Americans and Soviets, was integrated into a sin
gle scientific program under the supervision of the head of
the expedition, E. I. Sarukhanyan, the National Coordinator
of the USSR POLEX-South program, and A. L. Gordon, the
head of the U.S. scientific party.

The science program was composed of the following
components: (1) physical oceanography studies of the ther-
mohaline stratification below the sea ice, current meter ob
servations from the ship, and thermal structure of the upper
ocean during transit between station sites; (2) chemistry of
the water column and sea ice, including oxygen, nutrients,
carbonate system parameters, and silicate particulates; (3)
biology within the water column and sea ice, including sam
pling for zooplankton, chlorophyll a distributions, diatoms,
and primary productivity; (4) sea ice samples and observa
tions for study of the physical characteristics of the ice and
morphology of the ice cover and to provide samples for the
chemical and biological programs; and (5) atmospheric
boundary layer study by profile methods, spectral charac
teristics of turbulence, upper air soundings, and underway
meteorological observations.

The Somov left Montevideo on October 9, 1981, entering
the northern fringe of the ice on October 20 near 561/2°S
and 5°E. The strategy was to penetrate as far south into
the interior of the sea ice and obtain a comprehensive data
set from the ice edge zone to the point of maximum pene
tration. Should the satellite information received aboard the

ship indicate the development of an open ocean polynya,
the Somov would attempt entry. While a small area of low
er ice concentration (70% cover) did develop for a period in
late October in the vicinity of 65°S between 0° to 5°E, it was
replaced by full cover by the end of October. There was no
clear indication of a polynya structure in 1981. Hence, to
maximize station time, the southernmost penetration of So-



mov was marked at 621/2°S on November 3, some 300 nm
south of the ice edge at that time. The Somov left the ice
on November 14 after obtaining an extensive inter-discipli
nary data set in the interior and edge zones of the South
ern Ocean sea ice.

The data represent a significant and unparalleled set of
observations, which will form the basis of numerous scien
tific studies and of planning for other attempts to enter the
sea ice edge and interior zones. It also may be noted that
while a fully developed polynya was not entered, the data
do provide some insight into a possible initiation of a polyn
ya cycle. This and many other interesting, often unexpect
ed, observations in each discipline will be developed in
1982 and 1983 as the Somov data set is studied. Results

will be presented at joint U.S. and USSR meetings and in
the scientific literature. The accomplishments of the US-
USSR Weddell Polynya Expedition demonstrate the bene
fits of internation?.1 American-Soviet efforts for the scientific

study of the earth.

Acknowledgments
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ft-
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The U.S.-U.S.S.R. Weddell Polynya
expedition

Arnold L. Gordon

Lamont-Doherty Geological Observatory
of Columbia University

Palisades, New York 10964

From 9 October to 25 November 1981 a unique joint U.S.-
U.S.S.R.oceanographic field effort, the U.S.-U.S.S.R. Weddell
Polynya expedition (wepolex-81), was carried out within the
southern ocean sea ice (Gordon and Sarukhanyan 1982). The
objectives of WEPOLEX-81 were to obtain the first comprehen
sive, interdisciplinary data set well before the end of winter
seasonal sea ice cover and to study an active, open-ocean
polynya.

The need for winter information in all of the oceanographic,
sea ice, and atmospheric sciences within the southern ocean
seasonal sea ice cover has long been recognized. However, the
logistical difficultiesof obtaining such a data set are formidable.

To begin the task of fulfilling this important requirement,
WEPOLEX plans were developed under the U.S.-U.S.S.R. Govern
mental Bilateral Agreement for Cooperation in World Ocean
Studies.

The Soviet ship Mikhail Somov (length 133meters, beam 18.8
meters), of the Arctic and Antarctic Research Institute of
Leningrad, was used for the work. The expedition head was E.
I. Sarukhanyan, the U.S.S.R. national coordinator for POLEX (Pol
ar Experiment)-South. The U.S. component was led by the dep
uty chief scientist, A. L. Gordon. Each national group had 13
members, who were integrated into a single scientific team
within each of the participating disciplines.

Figure 1. Extent and concentration of sea ice during the u.s.-u.s.s.r. Weddell Polynya expedition, October-November 1981, taken from U.S.
Navy-National Oceanic and Atmospheric Admlnstratlon Joint Ice Center maps.

Reprinted with permission.
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After leaving Leningrad, the Somov stopped at Helsinki, Fin
land, on 9 September to pick up three members of the U.S. team
and the U.S. equipment. With the aid of the Soviets, they under
took the difficult task of setting up the scientific apparatus and
laboratory spaces for the expedition. The U.S. team provided
most of the apparatus used during the cruise, including 7,000
meters of conducting cable for the conductivity-temperature-
depth (CTD) work. During the transit from Helsinki, the cable
was spooled onto the Somov's winch, the CTD and computer
equipment was installed and tested, and motor-generator sets
were installed for converting 15 kilowatts of 50 hertz ship's
power to 60 hertz power. During this time the ship's crew
worked diligently to finish the routine maintenance tasks and
modifications to the lab spaces that had not been completed in
Leningrad because of Somoi''s early departure.

The rest of the U.S. scientists boarded the Somov in Mon

tevideo and headed for the ice on 9 October 1981. The ice edge
near 5°E was reached at 56%°S on 20 October. The Greenwich

meridian region was chosen for penetration into the ice because
we believed we would encounter thinner ice with fewer pres
sure ridges there than further west and because the Weddell
polynya, which formed in the 1974-76 period (Carsey 1980),
occurred near 65°S and the Greenwich meridian.

U*Jf

Figure 2. Satellite Image transmitted from the Soviet Meteor satellite
on 23 October 1981.

Ice conditions during October and November 1981 were rela
tivelyheavy, with no well-developed, open-ocean polynya (fig
ures 1 and 2). There were many leads—areas of reduced con
centration—within the ice fields, which aided penetration into
the ice interior. One of these leads, which was persistent, oc
curred near 65°Sand the Greenwich meridian in approximately
the same area that the Weddell polynya was observed in the
mid-1970's. Wewere interested in this feature, but time require
ments and the lack of a clear polynya signal made penetration
farther south than our southernmost point of 62'/2°S coun
terproductive. The expedition track and station positions are
shown in figure 3. The table (page 98) lists the Soviet and U.S.
participants.

The articles that follow in this section describe the scientific

components of WEPOLEX-81. Joint meetings of the U.S. and
U.S.S.R. participants are planned for 1982 in the United States
and for 1983 in the Soviet Union. A consolidated data report of
scientific results will be prepared and distributed in 1983, and
the scientific results will be published.

I wish to thank the participants of the U.S. and U.S.S.R. scien
tific teams and the Somov crew and officers, whose dedication

led to the collection of an extensive array of high-quality data in
a unique, previously unknown environment.

I0°E

55°
•55°

6C 60°

65° - -65°

Figure 3. Somov track and observation sites during the u.s.-u.s.s.n.
Weddell Polynya expedition. The limited stations included con
ductivity-temperature-depth (ctd) hydrographic stations. The basic
stations included ctd and water column biology observation and
atmospheric boundary layer observations. The super stations in
cluded all water column components. En route the thermal structure
of the upper few hundred meters was observed with an expendable
bathythermography system, surface chemistry was determined
from water samples, and meteorological balloons were launched.



Chief—E. I. Sarukhanyan
Deputy Chief—A. L. Gordon
Captain of Somov—F A. Pesyakov

Discipline

Physical oceanography

Chemistry

Biology

Sea ice

Meteorology

Velocity of sound in the ocean

U.S. and Soviet participants In wepolex-81

U.S. personnel

Bruce Huber. Head, logo*

David Woodroffe, ldgo
Walter Richter. sioc

Jan Szelag, uri"

Arthur Chen (carbonate system),
osu*

Joe Jennings (nutrients and silicon),
osu

Gerry Metcalf (oxygen, carbonate
system, and radon), whoi'

Jeanne Stepien (zooplankton), ldgo
David Boardman (chlorophyll,

primary productivity), ldgo
Diane Clarke (diatoms), ldgo

Stephen Ackley, usacrrel9

Ed Andreas, usacrrel

U.S.S.R. personnel

Ivan Chuguy, Head"
Nikolai Antipov
Nikolai Bagriantsev
Vladimir Romanov

Victor Haritonov

Vladimir Feodorov

Valyeri M. Zhuravlev (zooplankton)

Boris Sustenov

Alexandre Samoshkin

Alexandre Makshtas

Ed Lysakov

Peter Bogarodski

•logo = Lamont-Doherty Geological Observatory.

"All Soviet personnel were from the Arctic and Antarctic Research Institute. Leningrad, except Valyeri M. Zhuravlev, who was from the NVIRO, Moscow.
esio = Scripps Institution of Oceanography.

duni = University of Rhode Island.

•osu = Oregon State University.

'whoi = Woods Hole Oceanographic Institution.

8usacrrel = U.S. Army Cold Regions Research and Engineering Laboratory.
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638 Gordon it m.: Mixed-Layer Entrainment IN Weddfli Water

Potential Temperature (°C)
-2.0 -1.0 0.0 1.0 2.0

34.1 34.3

Oxygen (ml/1)
5.0 6.0 7.0

34.5

Salinity (%o)
Fig. I. Potential temperature, salinity, and oxygen stratification

at Somov station 22 at 62 I2S. 1 05'E on November 5. 1981. The
thermohahne data are derived from the CTD system. The oxygen
data are from titration of water samples obtained from a rosette
system. There was a 100".. ice cover with few leads [Ackley and Smith.
1982]. The hydrographicdata are reported by Huber ei al. [1983].

mixes with the saline WDW that is diffused into the mixed
layer during the spring melting period las discussed below).

3. Mixed Layer Oxygen

The oxygen content of the entire mixed layer below the sea
ice averages 7.40 (with a ±0.1 ml 1 distribution about the
mean) or 86".. of saturation (Figure 2). This is about II ml I
below the full saturation value and is similar to the oxygen
levels of the summer period temperature minimum {Gordon
and Moliiwlli [1982]. see temperature-oxygen relation for the
vertical sections, plates 109 and 195). The WDW saturation
levels are seasonally invariant near 57",, to 60% of full oxygen
saturation.

The origin of the mixed-layer oxygen undersaturation is
likelydue to entrainment of oxygen-poor WDW by the winter
mixed layer. The oxygen content can be used to determine the
amount of entrained WDW if we assume: 11) oxygen exchange
between ocean and atmosphere is effectively blocked by the
presence of a more or less complete (greater than 90",.) snow
and sea ice cover. (2) the net biological production and utiliza
tion of oxygen below the sea ice is zero, and (3) the mixed
layer immediately prior to the ice cover is at the freezing point
and at full oxygen saturation of 8.54 ml 1. Support for these
assumptions is offered below.

1. The sea ice collected in the study region is dominated
by frazil ice structure [Ackley el al, 1983] with few brine
channels. Thus the gas permeability is expected to be low
[Webs el al., 1979: Chen. 1982]. The depletion in oxygen is
probably not due to rapid oxidation of organic matter alter
the pack ice is formed because the surface water oxygen con
sumption rate is not large enough to generate a 14% oxygen
undersaturation within a period of months [Packard el at..
1971; Skopintsev, 1976: Knauer el al. 1979].

2. The bacterial and biological activities are also low at
the time of observation [Marra et al.. 1982]. suggesting a low
rate of oxygen production and consumption. The oxygen con
centration in the remnant winter water at GEOSECS station
89 (60 01 S. OWE, January 22. 1973; Bainbridge [1981]).
which is less than 35 km from Somov station 33, is only 0.02

34.7

ml I lower than our measured value, while the temperature
and salinity are only 0.01 C and 0.07 %o higher, respectively.
The excellent agreement in oxygen concentration collected in
different seasons again suggests a low rate of oxygen pro
duction and consumption. Additionally. Somov oxygen. pH.
calcium, alkalinity, total CO,, nitrate, phosphate, and silica
concentrations and the GEOSECS station 89 oxygen, alka
linity, total C02. nutrients, and l3C values{Chen [1982]; also.
see data listings of Huber el al. [1983]) all correlate linearly
with salinity from surface down to the WDW core, which
again indicates that the distribution of these chemical proper-
tics in the upper water column below the ice is predominantly
controlled by conservative mixing processes with little pro
duction or utilization of chemicals [Weiss et al.. 1979; Edmond
et al.. 1979; Minos, 1980],

3. The assumption regarding the mixed layer prior to the
ice cover period is straightforward, since oxygen equilibrium is
expected during the cooling period prior to the ice cover for
mation. Possibly some entrainment might occur before ice
formation, and the resulting water does not equilibrate; how
ever, this is reflected in the total entrainment determined

below.

4 Rates oe Dei p ro Surface Water Hi ai Flux

The potential temperature versus oxygen relationships for
all Somov data points (Figure 3a) can be used to determine the
ratio of WDW to the surface water characteristic of the period
immediately prior to winter ice formation. A one-part WDW
(0.5 C and 4.50 ml I) to three parts surface water (-I.87~C
and 8.54 ml 1) blend is required to produce the observed

00

200

300

400

500

Fig. 2. Oxygen saturation from all rosette samples obtained by
Somov. The saturation is determined by using the equation given in
the ( \ESCO International Oceanographic Tables [1973],

12

50

Oxygen Saturation (%)

60 70 80 90
i?sn

Pycnocline

Deep Water

* •

\ Mixed
•I' Layer

100



Cordon ft al.: Mixed-Layer Entrainment in Weddell Water 639

3460

-s 34.50

w 3440

34 30

34 20,

\.

60
Dissolved

70
Oxygen (ml/1)

Fig. 3. Potential temperature versus oxygen content [a) and salin
ity versus oxygen content (/») from all rosette samples obtained by
Somov. WDW is Weddell Deep Water and AABW is Antarctic
Bottom Water. The two linear mixing lines AB and A'B are marked
with percent of A water type (WDW) relative to B water type. Point
D is the freezing temperature extension of the line tit to the
temperature-oxygen trend of deep and bottom water colder than 0 C.
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mixed-layer oxygen of 7.4 ml 1 (line AB on Figure 3a). How
ever, the temperature of this mixture would be 0.63 C above
the freezing point. For the average mixed-layer thickness of
108 m the heat accompanying the upward transfer of WDW is
6.66 x 103 cal/cm2 (2.78 x 108 J/m2). If the warm WDW cells
[Gordon and Huber. this issue] are responsible for the re
gionally depressed mixed-layer oxygen, the heat transfer is
slightly increased (see line A'B on Figure 3a) to 7.93 x 103
cal cm2 (3.31 x 108 J m2). Thus the average heat flux during
the 5-month ice-covered period [Gordon and Huber. this issue]
is 20 to 25 W m2. If the vertical heat transfer across the pyc-
nocline is taken as zero for the 7-month ice-free period, the
average annual heat flux is 9 to 11 W/m2.

While entrainment of WDW would cease with the onset of

the seasonal pycnocline, some diffusive heat flux is expected
during the ice-free part of the year. A vertical mixing coef
ficient K. of 0.1 cm2 s would accomplish a cross-pycnoclinc
heat flux during the 7-month ice-free period of 1 W m2: a K.
of unity yields 10 W m2. Therefore, the total deep to surface
water heat flux (ice cover plus ice free periods) may be in the
range of 9-16 W/m . A value of 12 W m is suggested for a
working value, reflecting a K, of 0.5 cm2,s.

How realistic is the winter period entrainment value and
heat flux? For an annual steady state the rate of winter en

trainment must balance the annual Ekman-induced upwelling
of the pycnocline. The above calculation suggests an effective
WDW entrainment of 27 m into the mixed layer during the
winter-ice-covered period. This agrees quite well with the
annual average upwelling rate of 1 x 10"4 cm s (31 m yr)
determined from Ekman pumping calculations by using a cli
matically averaged wind field for the region of the Somov data
[Gordon et al., 1977].

The annual average heat flux from WDW to the mixed
layer of 9-16 W/m2 is somewhat below the annual ocean-to-
atmosphere heat flux calculated from meteorological parame
ters. Zillman [1972] calculates a heat loss of 18 W/m2 at 60CS
south of Australia (Zillman's Figure 3); while Gordon [1981]
finds 31 W m2 average for the 60 70 S circumpolar belt.
However, it is noted that the Somov results pertain to the
59-62 S region and would be expected to be lower than the

60 -70 S average but somewhat above the Zillman value be
cause the Weddell pycnocline is weaker than the circumpolar
average [Martinson et al.. 1981]. In view of the uncertainty in
the diffusive heat flux determined during the ice-free period
and the difference in the type of calculation, agreement is
reasonably good.

5. Rate of Deep to Surface Water Salt Flux

The salt introduction to the surface water mixed layer by
the effective entrainment of 27 m of WDW during the five
winter ice cover months requires freshwater input of 34 cm to
reduce the WDW salinity (34.680%o) to the annual mean sur
face water salinity (34.250"<«.. representing a 7:5 blend of the
34.224%., average summer salinity from /.s/a.s Orcadas data
with 34.287'%,! winter salinity from the Somov data). During
the ice-free period, salt diffusion across the pycnocline would
place additional requirements for compensating freshwater
input. Using K. of 0.1 and 1.0 cm2 s introduces 0.078 to 0.78
gm of salt per centimeter squared, respectively, into the surface
water over 7 months, requiring a freshwater input of 2.3 to 23
cm to produce the annual mean surface water salinity.

Thus the annual freshwater input required to balance the
total WDW salt flux into the surface layer is 36 to 57 cm yr. A
value of 46 cm yr would correspond to the 12 W m2 best
guess {K. of 0.5 cm2 s).

Estimates of annual freshwater flux into the 60 -70 S belt

by excess precipitation over evaporation and continental
runoff (glacial ice meltwaler) are as high as 40 cm yr [Gordon.
1981], However, the mean snow cover on the sea ice was only
20 cm [Ackley et ai. 1982]. which translates to only 2 6 cm of
water, thus a value of 40 cm yr may be an overestimate. Ad
ditional freshwater input could be derived if there is a net
advection of sea ice into the region.

Support for this suggestion is derived by considering the
approximate salinity balance for the five ice-covered months.
A 1:3 mix o( WDW to the surface water just prior to the ice
cover would result in an end-of-winter salinity of 34.338V. To
reduce the salinity to the observed average of 34.287%o re
quires 20 cm of sea ice (with a salinity of 5%o, Ackley et al.,
[1982]). A meteoric source of water is unlikely during the
winter since the snow on the ice is not available for release

into the ocean until the spring melt.
Melting would be encouraged by the heat flux discussed

above; the mixed-layer temperature slightly above freezing
may be a direct evidence of this process. Sea ice melting of 20
cm requires about 20% of the winter heat flux, the rest would
be lost to the atmosphere in leads and thin ice. It is probable
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that much of the ice melting occurs in October, when the
ocean heat flux into the atmosphere is reduced from the
winter maximum [Gordon, 1981]. but the entrainment of
WDW (which is due primarily to ice movement relative to the
ocean: Gordon and Huber [this issue]) continues. The
dynamic-thermodyanmic model of Hibler and Ackley [1983.
Figure 8] suggests a net iceadvection within the Somov region
of + 10 cm of accumulation in the south to 25 cm of net
melting in the north. The above calculations favor the net
melting value. Net melting has the effect of transporting fresh
water into the area, even in the presence of Ekman diver
gences.

Assuming there is no heat conduction through the sea ice
and that leads make up 5% of the area, the average winter
heat loss in the leads amounts to about 350 W m2. This value
is similar to estimates for Arctic Ocean heat loss within leads
[Maykut, 1978]. It is noted that leads, though effective in
removing heat, and perhaps freshwater, by evaporation, would
not be effective in enhancing oxygen exchange or freshwater
input by precipitation.

5. Discussion

The potential temperature-oxygen scatter (Figure 3a) shows
that for all conservative linear mixtures of WDW end mem
bers with a freezing point, surface water end members require
the surface water to have oxygen saturation as low or lower
than that observed from Somov. Conservative behavior for
oxygen in the Southern Ocean is suggested by Weiss et al.
[1979] and Edmond et al. [1979], so it is not likely this re
lationship is due to in situ oxygen consumption. Deep water
colder than 0 C possesses a slightly steeper slope, indicating
that the Antarctic bottom water (AABW) requires a freezing
point surface water component with oxygen of 6.8 ml/1 or
80% saturation (point D. Figure 3a). suggesting that a 35%
contribution from WDW might be more appropriate for re
gions further polewardof the Somov region.

The salinity-oxygen (SO,) distribution (Figure 3b) shows
that the mixed-layer points have a negative slope such that the
mixed-layer water with higher salinity has slightly lower
oxygen. This relation is expected from the WDW origin of the
reduced mixed-layer oxygen.

Calculations of the oxygen consumption rate have fre
quently been made with the use of the measured apparent
oxygen utilization (AOU) value and the estimated age of the
water [Jenkins. 1980]. A hidden assumption in the calculation
is that the AOU is near zero when the water was last at the

surface. Obviously, this assumption needs to be modified for
AABW or any water that has a component of the winter
Antarctic surface water. Similarly, caution must be exercised
when one calculates the age of water or the oceanic circulation
rates by using AOU and the independently estimated oxygen
consumption rate.

Acknowledgments. Funding for the US-USSR Weddell Polynya
Expedition was received from the Division of Polar Programs of the
National Science Foundation, grant DPP 80-05765 for the physical
oceanography, and from the Department of Energy for the geochem
istry support of Chen 81 EV 10611. Comments from Hsien Wang Ou.
Bruce Huber. and John Marra are appreciated. Lamont-Doherty
Geological Observatory contribution 3549.

References

Ackley, S. F.. and S. J. Smith, Reports of the US-USSR Weddell
Polynya Expedition of October-November 1981: Vol. 5. Sea Ice
Conditions. SR 83-2. U.S. Army Corps Eng. Cold Reg. Res. Eng.
Lab., Hanover, N. H.. 1983.

Ackley. S. F„ D. B. Clarke, and S. J. Smith. Reports of the Weddell
Polynya Expedition of October November 1981: vol. 4, Physical.
Chemical and Biological Properties of Ice Cores. U.S. Army Corps
Eng. Cold Reg. Res. Eng. Lab.. Hanover. N. H.. 1983.

Bambridge. A. E.. GEOSECS Atlantic Expedition, v. I, Hydrographk
Data 1972-1973. 121 pp.. National Science Foundation. Wash
ington. DC. 1981.

Chen. C. T. A.. On the distribution of anthropogenic C02 in the
Atlantic and Southern oceans. Deep-Sea Res.. 29. 563. 1982.

Edmond. J. M.. S. S. Jacobs. A. L. Gordon, A. W. Mantyla. and R. F.
Weiss. Water column anomalies in dissolved silica over opaline
pelagic sediments and the origin of the deep silica maximum. J.
Geophys. Res.. 84. 7809 7826. 1979.

Gordon. A. L.. Seasonality of Southern Ocean sea ice, J. Geophys.
Res.. 86. 4193 4197. 1981.

Gordon. A. L., The US-USSR Weddell Polynya Expedition. Antarct.
J. U.S.. 17. 1982.

Gordon. A. L„ and B. A. Huber. Thermohaline stratification below
the Southern Ocean sea ice. J. Geophys. Res., this issue.

Gordon. A. L.. and E. M. Molinelli. Southern Ocean Atlas: Thermoha
line Chemical Distributions and the Atlas Data Set, 11 pp., 233
plates. Columbia University Press. New York, 1982.

Gordon. A. L„ and E. I. Sarukhanyan. American and Soviet Ex
pedition into the Southern Ocean sea ice in October and Novem
ber 1981. EOS Trans. AGU.63. 2. 1982.

Gordon. A. L.. H. W. Taylor, and D. T. Georgi, Antarctic oceano-
graphic zonation. in Polar Oceans, edited by E. Dunbar, pp. 45 76.
Arctic Institute of North America. 1977.

Hibler. III. W. D.. and S. F. Ackley, Numerical simulation of the
Weddell sea pack ice. J. Geophys. Res..88. 2873-2887. 1983.

Huber. B..S Rennie. D. Georgi. S. Jacobs, and A. Gordon. ARA Islas
Orcadas Data Reports. Cruise 12, Re). CL-2-8I-TR2. Lamont-
Doherty Geol. Observ.. Palisades. NY.. 1981.

Huber. B. A.. J. Jennings, C.-T. Chen. J. Marra. S Rennie. P. Mele.
and A. Gordon. Reports of the US-USSR Weddell Polynya Ex
pedition, vol. 2. Hydrographic data. 115 pp., L-DGO-83-1. L'.S.
Army Corps Eng. Cold Reg. Res. Lab..Hanover, N.H.. 1983.

Jenkins. W. J . Tritium and 'He in the Sargasso Sea. J. Mar. Res.. 38.
533 569. 1980.

Knauer. G. A.. J. H. Martin, and K. W. Bruland. Fluxes of particulate
carbon, nitrogen, and phosphorus in the upper water column of the
northeast Pacific. Deep-Sea Res.. 26A. 97-108. 1979.

Marra. J.. L. H. Burckle. and H. W. Ducklow. Sea ice and water
column plankton distributions in the Weddell Sea in late winter.
Antarct. J. U.S., 17{5), 111-112. 1982.

Martinson. D. G.. P. D. Killworth. and A. L. Gordon, A convective
model for the Weddell Polynya. J. Phys. Oceanogr., 11. 466-488.
1981.

Mavkut. G. A., Energy exchange over young sea ice in the Central
Arctic. J. Geophys. Res..83. 3646 3658. 1978.

Minas. H. J . Production Primaire el Secondaire. Colloque Franco-
Sovietique. Publ. 10. pp. 21-36. CNEXO (Actes du Colloque).
Paris. 1980.

Packard. T. T. M. L. Healv. and F. A. Richards. Vertical distribution
of the activity of the respiratory electron transport system in
marine plankton. Limnol. Oceanogr.. 16.60-70. 1971.

Skopintsev. B. A., Oxygen consumption in the deep waters of the
ocean, Oceanoloay, 15, 556-561. 1976.

Toole. J. M.. Sea ice. winter convection, and the temperature mini
mum layer in the Southern Ocean, J. Geophys. Res.. 86. 8037 8047.
1981.

UNESCO, International Oceanographic Tables, vol. 2. 141 pp., Paris.
1973.

Weiss. R. F.. H. G. Osllund. and H. Craig, Geochemical studies of the
Weddell Sea. Deep-Sea Res., 26. 1093-1120. 1979.

Zillman. J W.. Solar radiation and sea-air interaction south of Aus
tralia, in Antarctic Oceanology I. The Australian-New Zealand
Sector, vol. 19. edited by D. E. Hayes, pp. 11-40. AGU. Wash
ington. D.C.. 1972.

C. T. A.Chen. Oregon State University, Corvallis. OR 97331.
A. L. Gordon and W. G. Metcalf. Lamont-Doherty Geological

Observatory of Columbia University, Palisades, NY 10964.

(Received April 28. 1983:
revised August 25. 1983;

accepted September 8. 1983.)

14



JOURNAL OF GEOPHYSICAL RESEARCH. VOL. 89. NO. CI. PAGES 641-648. JANUARY 20. 1984

Thermohaline Stratification Below the Southern Ocean Sea Ice

Arnold L. Gordon and Bruce A. Huber

Lamont-Doherty Geological Observatory

The end of winter stratification within the cold cyclonic trough of the Weddell gyre near 60 S between
5 E and the Greenwich meridian is resolved with the Mikhail Somov data set. The temperature maximum
of the Weddell Deep Water (WDW) is, for the most part, less than 0.5 C, but warmer cells of WDW are
found. These warm WDW cells have temperature, salinity, and oxygen properties similar to the WDW
characteristic of the Weddell gyre inflow, which is situated to the southeast of the Mikhail Somov study
region. The warm WDW cells are accompanied by domes in the pycnocline of 40 m amplitude over the
surrounding pycnocline. while deeper isopycnals are depressed. Anticyclonic shear below the 27.83 a-0
isopycnal within the warm WDW cells is compensated by the cyclonic shear associated with the pyc
nocline dome. The pycnocline domes are exposed to about 50% greater entrainment by the turbulently
active winter mixed layer, relative to the regional entrainment rate. This entrainment can significantly
erode the warm cells in a single winter season, introducing excess heat and salt into the mixed layer.
While the heat is lost to the atmosphere, the excess salt is not necessarily compensated by increased fresh
water introduction. It is hypothesized that the warm WDW cells within the Weddell gyre trough art-
derived from instability within the frontal zone which extends from Maud Rise to the northeast, separ
ating the Weddell warm regime from the cold regime. Greater than normal injection of warm WDW cells
into the Weddell gyre trough would increase the surface salinity, which would tend to destabilize the
pycnocline. increasing the probability of deep convection and polynya events.

1. Introduction

During October and November 1981 the joint U.S.-U.S.S.R.
Weddell Polynya Expedition was carried out within the
Southern Ocean sea ice. aboard the Soviet ship Mikhail Somov
of the Arctic-Antarctic Research Institute of Leningrad
[Gordon and Sarukhanyan, 1982; Gordon, 1982]. The objec
tives of the expedition were to obtain a comprehensive inter
disciplinary data set near the Greenwich meridian (0'E), well
within the seasonal sea ice zone and to investigate an active
open ocean polynya. A polynya developed near 65 S and 0 E
in the 1974-1976 winters [Carsey. 1980]; however, no poly
nya developed in 1981. The observations extend across the ice
edge zone into the interior pack about 590 km from the mean
position of the outer fringes of sea ice during the expedition.

The Mikhail Somov hydrographic data set resolves the ther
mohaline stratification during the transition phase from
waxing to waning of the Southern Ocean sea ice cover. Sea ice
covers the region near 60 S between 0 and 5 E in June,
reaching a maximum northward extent during September and
October. The region becomes ice free in mid-December (Ant
arctic Ice Charts, Navy-NOAA Joint Ice Center, Naval Polar
Oceans Center. Suitland. Maryland). In 1981 the ice edge
overtook the region between June 18 and 25, remained near
56 S from the end of July to early November, and retreated
from the region during the third week of December. The Mik
hail Somov data set reveals the cumulative effects of the 1981

austral winter and thus depicts the end of winter stratification,
although the expedition took place in the austral spring.

The positions of the CTD-O, Rosette hydrographic sta
tions and the expendable bathythermograph (XBT) observa
tions [Huber et ai, 1983], as well as ice core sites [Ackley et
ai, 1982] and the ice edge position at the time of entry and
exit from the pack ice are given as Figure 1.

?. Oceanographic Setting
Most of the Mikhail Somov hydrographic stations fail

within the trough of the cyclonic Weddell gyre [Deacon, 1976,
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1979; Gordon et ai. 1981; Gordon and Molinelli, 1982, plates
231 233]. This region is characterized by a relatively cold (less
than 0.5 C) Weddell Deep Water (WDW) and is here designa
ted as the Weddell cold regime (Figure 2). The northern sta
tions fall within the eastward flowing limb of the Weddell
gyre, with stations 36 and 37 positioned north of the northern
boundary of the Weddell gyre. The boundary is marked by a
slight increase in baroclinicity and a transition into deep water
far too warm (well in excess of 1 C at the temperature maxi
mum: Figure 3) to have participated in the upstream segment
of the Weddell gyre. This warmer deep water is called Circum
polar Deep Water (CDW).

South of the Mikhail Somov data set, historical (summer)
data reveal the westward flowing limb of the Weddell gyre,
with warmer WDW (temperature maximum of up to LLC),
here designated the Weddell warm regime. The warmer WDW
is derived from the main mass of CDW in the vicinity of
20 -30 E [Deacon, 1979]. It appears as a wedge of warm
WDW with its apex near Maud Rise (Figure 2). A rather
abrupt transition to the Weddell cold regime occurs to the
west of Maud Rise (Figure 4) and extends to the northeast

from Maud Rise. The transition from cold to warm regimes
occurs within a distance of 100 km (e.g.. between bias Orcadas
stations 95 and 96; Figure 5). The increase in WDW temper
ature of over 0.4 C is accompanied by a decrease in depth of
the temperature maximum from 425 m to 240 m and shallow
ing of the pycnocline by approximately 50 m. An Islas Or
cadas section along 20 E (Figure 6) shows a similar transition
occuring between stations 75 and 76.

Thus, there is a relatively sharp transition from warm to
cold regime coinciding with southwest flow within the Wed
dell gyre (Figure 2). It is marked by the 0.6 to 0.8 C isotherms
of the temperature maximum, extending from 58 S 20°E to
63 S 2 E. The historical data set suggests that this is a climatic
feature (e.g., see 350 m temperature section plate 23 of Gordon
and Molinelli [1982]).

The primary advective path of warm WDW into the west
ern hemisphere occurs south of Maud Rise, over the conti
nental slope where a relatively strong westward current exists
(Figure 2) [Tchernia, 1977; Foster and Carmack, 1976]. Out
side the boundary currents the Weddell gyre is sluggish with

15



642 Gordon and Huber: Stratification Below Southern Ocean Sea Ice

lO'E

**72&-
^W^JZ^A

65°S

10° W 5° 0° 5° 10" E

Fig. 1. Cruise track and station sites of the Mikhail Somov during
the U.S.-U.S.S.R. Weddell Polynya Expedition, October-November
1981.

characteristic velocity of only 1 cm/s [Gordon et ai, 1981].
The hydrographic data along the two north-south sections

obtained by Mikhail Somov (Figures 3 and 7) reveal three
structures associated with lateral variations of WDW temper
ature and pycnocline depth. These structures are (1) the
warmer deep water observed at CTD stations 36 and 37 and
by the series of expendable bathythermograph (XBT) observa
tions north of the Mikhail Somov hydrographic station grid
(Figure 8); (2) very cold WDW at station 35; and (3) isolated
cells of warm WDW within the Weddell cold regime (above
0.6 C at the temperature maximum).

The warm feature from 57 40'S to 58°40'S on the 0° XBT

section (lower panel of Figure 8) is apparently an eddy of
CDW. The CDW characteristics within the eddy as revealed
at CTD station 36 and 37 extend to 1100 m before yielding to
a local oxygen minimum with WDW characteristics [Huber et
ai, 1983]. The primary transition from Weddell gyre to Cir

cumpolar Deep Water (CDW) occurs near 56 45'S on both
XBT sections.

The anomalously cold WDW observed at station 35 (tem
perature maximum of only 0.19 C at 600 m) and at XBT 103,
109. and 113 surrounds the CDW eddy. This cold deep water
is probably an eastward extension of the Weddell-Scotia con
fluence [Patterson and Sievers, 1980].

3. Warm WDW Cells

The warm WDW cells have not previously been observed
within the Weddell cold regime, though the historical data set
is too sparse to exclude the possibility of their existence during
the summer.

The warm cells are represented in temperature-salinity (6/S)
space (Figure 9) as nearly isohaline extensions above the cold
WDW. The WDW of the Weddell warm regime and CDW
just north of the Weddell gyre have the same nearly isohaline
(' S form above 0.4 C [Huber et ai, 1983; Gordon and Mo
linelli. 1982]. This indicates, as expected, that the source of the
warm WDW cells is the deep water surrounding the Weddell
cold regime. The warm cells appear within or to the south of a
trough in dynamic topography as determined from the Mik
hail Somov data and have characteristics similar to the WDW

of the Weddell warm regime found east of Maud Rise.
The Mikhail Somov potential temperature-oxygen (0/O2)

points (Figure 10) within the warm cells follow the 0/O2 trend
of both the South Atlantic CDW and Weddell warm regime.
Oxygen levels within the cells are higher than those within the
cold WDW temperature maximum. While it is possible that
the warm cells are spawned at the Weddell gyre-CDW front, it
is probable that the source is the Weddell warm regime which
is closer to the observed warm cells. The warm cells represent
a transfer of properties across the transitional zone separating
the Weddell cold from the warm deep water regimes.

The other major characteristic of the warm cells is doming
of the pycnocline above the cells (Figures 7 and 11). Within
the warm cells, where the potential temperature maximum
(0-max) is above 0.5°C, the top of the pycnocline (marked by
the depth at which the density increases by more than 0.01
sigma-0 units in 10 m) occurs at an average depth of 74 m. At
sites of the cold WDW (0-max of less than 0.5 C) more typical
of the region, the top of the pycnocline occurs at 114 m.

Fig. 2. Schematic of the Weddell gyre. Dashed lines show the isotherms 0.6° and 1.0°C within the oxygen minimum
core layer [Gordon and Molinelli. 1982. plate 206) which is coincident with the temperature maximum core layer within
the Weddell gyre. Solid lines show the 0/2500 dbar isopleths 0.65 and 0.70 dynamic meters [Gordon and Molinelli. 1982.
plate 230). The Mikhail Somov sections (line al and schematic representation of the warm WDW cells (solid circles)
appear north of Maud Rise (large open circle near 65°S and the Greenwich meridian).
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Similarly, the depth of the 0 C isotherm increases by about 50
m as the 0-max temperature is reduced from 0.7 to 0.4 C. The
same relation is found in the regional Islas Orcadas data set.

The warm WDW cells (represented by station 28 and 32)
contain an excess of 20.5 Kcal/cm2 of heat (49 Joules/m2) and
2.3 gmcm2 (23 kg,m2) of salt relative to the Weddell cold
regime water column (represented by stations 31 and 33)
above 500 m (Figure 11).

The isopycnal interval 27.82 to 27.83 near 200 m. which
coincides with the 0-max. is nearly horizontal, while deeper
isopycnals dip below the warm cells (Figure 7). This induces
anticyclonic geostrophic shear below 27.83 and cyclonic shear
above 27.82. The baroclicity is not great. A maximum geo
strophic velocity of only 0.5 cm s relative to 1900 decibars
(dbar) occurs in the 27.82 to 27.83 sigma-0 interval. A second
ary velocity maximum of the same magnitude but of opposite
sign occurs at the sea surface. The geostrophic velocity at 1900

00 200 300 400 500

Distonce (km)

Potential temperature, salinity, and potential density along the meridional hydrographic sections obtained by
Mikhail Somov (Figure 1).

dbar relative to 5000 dbar {Mikhail Somov station pair 29-32)
is 0.4 cm s in the same sense as the 0-max velocity maximum;
thus the surface current relative to 5000 dbar is close to zero.

Hence, the pycnocline dome effectively compensates the baro-
clinicity of the rest of the water column. This situation is
similar to, though substantially less energetic than, the pyc
nocline eddies observed in the Arctic [Newton et ai, 1974;
Manley. 1981]. The shear reversal within the upper layer of
the Arctic is believed to be induced by secondary Ekman
circulation in the ocean boundary layer below the sea ice
cover [Manley, 1981].

The secondary Ekman circulation associated with the warm
WDW cell is extremely weak, inducing a maximum pyc
nocline upwelling of 10"5 to 10"6 cm/s. This assumes a circu
lar form of the warm cells, a drag coefficient at the sea ice-
water interface of 5 x 10~3 [Lanyleben, 1982; Andreas, 1983],
and a tangential anticyclonic velocity within the cell of 0.5 to

17



644

200-^^-

400

600-

800

0 | 20
68'49S
28'39W

Gordon and Huber: Stratification Below Southern Ocean Sea Ice

60
65'31'S
IB'3l'W

100 120
Distance (km) 66'oi'S

8'43W

160

I'SOE

220 240
63'59'S
I6°I2'E

Fig. 4. East-west potential temperature section (line b of Figure 2) from Islas Orcadas cruise 12[Huberet ai. 1981].

1.0 cms as determined from the geostrophic velocity relative surrounding deeper pycnocline. Within the warm cells the
to 1900 and 5000 dbar, respectively. During the ice-covered pycnocline intensity is stronger (Figure 11), which may be
period this would induce a pycnocline dome of only a meter taken as evidence for enhanced entrainment [Phillips, 1977].
or two, not the 40 m pycnocline relief observed. It is more Niiler and Kraus [1977], in a review of one-dimensional mixed
likely that the shallow pycnocline associated with a warm layer models, offer the following equation for mixed layer
WDW cell is a characteristic transferred into the region from deepening rate, WE (cm s" ') in a two layer system:
the Weddell warm regime. . ., ,Ws =2mpUm _npBo (J)

4. Entrainment of the Warm WDW Cells " ^P 9&P
The pycnocline dome of the warm cells is exposed to more where [/„ is the friction velocity defined by U, = {CdU2)1'2, p

intense entrainment by mixed layer turbulence than is the is the water density, Cd is the drag coefficient at the ice-water

200
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Fig. 5. Potential temperature section along 10 E (line c of Figure 2) from Islas Orcadas cruise 12 [Huberet ai. 1981].
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Fig. 6. Potential temperature sectionalong 20 E (lined of Figure 2)from IslasOrcadas cruise 12[Huber et ai. 1981].

interface (a value of 5 x 10""3 is used [Langleben, 1982; An
dreas, 1983]); U is the magnitude of the ocean current relative
to the ice; h is the mixed layer thickness, taken as 74 m for the
warm cells and 114 m for regional value; Ap is the density-
difference across the pycnocline. taken as 0.2 o-O units; B0 is
the buoyancy flux into the ocean (at the ice-ocean interface
^o = diPSFj where /? is the expansion coefficient for salinity,
S is the salinity of the mixed layer, F is the freshwater input to
the ocean); g is the acceleration of gravity. The coefficients m
and n are proportionality factors. The value of m is taken as
1.25, given by Kato and Phillips [1969] though a range of
0.9-2.8 has been suggested [Cushman-Roisin, 1981]. The
factor n is proportional to the loss of convective energy to

i JJL JLii

200

dissipation and ranges from 0 to 1 (approaching zero as the
mixed layer deepens).

A maximum negative B0 value would occur if all the ob
served 75 cm of sea ice [Ackley et ai, 1982] were formed
locally. Using n = 0.036 {Farmer [1975] for frozen lakes mixed
layer) the entrainment induced by the second term on the
right of equation (1) is 2.8 x 10~5 cm s"'. It is likely that
much of the sea ice is transported into the region, rather than
formed locally (by the end of winter there may be net melting
[Gordon et ai, 1983]); thus, this represents a maximum value.

FTom the first term on the right of equation (1) and the
relief of the pycnocline over the warm cells the entrainment
rate at the pycnocline dome is expected to be 1.54 times larger

a tt

a 20

Fig. 7.

30 40 50 60 TO 80 90 10 20 40 50 60

Distance (km)

Expanded scale hydrographic section of the stations within the southeast corner of the Mikhail Somov station
array (Figure 1).

70 80 90 O 20 30O0 5060708O9O

19



646

342

Gordon and Huber: Stratification Below Southern Ocean Sea Ice

SO' 61*

Fig. 8. Temperature sections across the ice edge for the two meridional sections obtained by Mikhail Somov (Figure 1).
Top panel is the eastern section. The vertical ticks are XBT observations, the temperature data from CTD hydrographic
stations are marked by triangles. The approximate sea ice cover is denoted by the thick solid line along the sea surface [see
Ackley and Smith, 1982].

34 3 344 34 5
Salinity (%J

346 34 7

60

Oxygen (mi/I)

Fig. 10. Potential temperature-oxygen distribution from the Mik
hail Somov data set. superimposed on select stations from the Islas
Orcadas cruise 12 and Drake Passage station from FDRAKE-75 data
[Nowlin et ai, 1977],

rX

Fig. 9. Potential temperature-salinity relation of the Mikhail Somov
CTD data.
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Fig. 11. (a) Potential temperature, (/>) salinity, and (c) potential
density and vertical gradient of density of three Mikhail Somov hydro-
graphic stations across a warm WDW cell (see Figures 1 and 3). The
scale bar for density gradient represents a value of 2 x 10~3ae units
per meter.

than the regional rate. Using a value for U of 17 cm/s, based
on a 6 hour Soviet current meter record at 60 m [Huber et ai,
1983], an estimate of the entrainment rate at the dome is
32.1 x 10~4 cm/s (82 m/month) versus 20.1 x 10"4 cm/s (54
m/month) for the regional deeper pycnocline value.

However, this V value is most likely not representative. In
addition, the relative ocean-ice motion at a depth of 1 m,
within the logarithmic boundary layer, would be the appropri
ate value to use with Cd values [Langleben, 1982]. Such a
value would be significantly less than U at 60 m. For example,
calculating U from the winter entrainment rate determined
from Mikhail Somov oxygen data [Gordon et ai, this issue]
yields a value of 8 cm/s.

A reasonable conclusion of the entrainment estimates is that

the 40 m pycnocline domes of the warm WDW cells would be
expected to be significantly attenuated within a single ice-
covered season, introducing much of their heat and salt anom
aly into the mixed layer. Warm cells that survive the winter
would be subject to much less intense entrainment during the
summer, when the density difference across the seasonal pyc
nocline increases to greater than 0.5 a-9 units.

5. Discussion

As the warm cells are entrained, injecting excess heat and
salt into the mixed layer, some impact on mixed layer charac
teristics is expected. The average mixed layer temperature and

salinity observed from Mikhail Somov was —1.844 C and
34.287V,. respectively, which is 0.035 C above the freezing
point (Figure 9). Pre- and post-cruise calibration of the CTD
and independent calibration of the reversing thermometers
[Huber et ai, 1983] support the significance of the above-
freezing mixed layer temperature, which is believed a product
of the upward flux of deep water heat. The excess heat would
either be lost to the atmosphere in leads and thin ice or be
used in the melting of sea ice [Gordon, 1981; Gordon et ai, this
issue]. Presumably, local sea ice production occurs only when
the atmosphere removes heat faster than deep water heat is
entrained into the mixed layer.

The excess salt introduced to the mixed layer initially may
be diluted with sea ice melt, but since all the sea ice melts

regionally each spring anyway, the excess salt of the warm
WDW cells must ultimately be compensated by an increase in
atmospheric water and glacier melt or by net convergence of
sea ice. If the salinity anomaly of the warm WDW cells is
introduced into the overlying mixed layer within 1 year, then a
67 cm increase in the yearly fresh water input is required
locally to produce the mean annual surface water salinity of
34.25%o [Gordon et ai, this issue]. This would more than
double the normal annual fresh water input of 45 cm [Gordon,
1981].

Naturally, the area over which extra fresh water is required
to maintain static stability depends on the degree to which the
salinity anomaly spreads laterally within the mixed layer. It
may spread rapidly into the entire regional mixed layer, in
which case the required extra fresh water demand is not sig
nificant, though this ultimately depends on the number of
warm cells. It is more likely that the excess salt introduced
into the mixed layer is confined to the cell scale of tens of
kilometers. Thus the local requirement for fresh water is large
and may not be met. In this situation, the warm cell might
convert to a convective chimney [Gordon, 1978; Killworth,
1979]. This interesting possibility deserves further attention.

What relation might the warm WDW cells have to the
polynya? The normal route of warm WDW into the Weddell
cold regime seems to be by way of a westward flow over the
continental slope [Foster and Carmack, 1976]. Instability of
the frontal zone from Maud Rise to the northeast would inject
warm WDW directly into the axial trough of the Weddell cold
regime (to the 0.65 dy m isopleth; Figure 2) where it would be
advected directly into the deep ocean west of Maud Rise, thus
transfering salt into the central region or "hub" of the Weddell
gyre. An increase in the transfer of warm WDW cells into the
central region of the gyre would increase the salinity of the
surface water and decrease the pycnocline stability, unless an
increase in fresh water flux accompanies the deep water trans
fer. This is unlikely since these two processes are not coupled.
The decrease of pycnocline stability increases the probability
of convective events and the initiation of an open ocean poly
nya.

What would induce instability and generation of warm
WDW cells? An increase in the curl of the wind stress would

spin-up the Weddell gyre [Gordon et ai, 1981] which would
draw more warm saline CDW into the gyre thus increasing
the frontal zone intensity between the Weddell warm and cold
regimes. Perhaps this would make the front more prone to
instability, increasing warm WDW cell generation.

6. Conclusion

Instability of the frontal zone separating relatively warm
deep water of the Weddell gyre inflow from colder deep water
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of the Weddell gyre outflow injects WDW cells into cyclonic
trough of the Weddell gyre. The excess heat and salt of these
cells eventually (of the order of 1 year) enters the surface
water. Any increase in the injection rate of these cells, perhaps
due to spinup of the Weddell gyre, would force more heat and
salt into the central region or hub of the Weddell gyre, which
ultimately would enter the surface layer. The excess heat
would be lost to the atmosphere, but the excess salt would
accumulate unless a commensurate increase in fresh water

input occurs, which is unlikely. Thus greater production of
warm WDW cells would tend to lower the pycnocline stability
making the central region of the Weddell gyre more suscep
tible to complete pycnocline break down and polynya oc
currence.
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Physical oceanography during
WEPOLEX-81

Arnold L. Gordon and Bruce A. Huber
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The physical oceanographic objective of the U.S.-U.S.S.R.
Weddell Polynya expedition (WEPOLEX-81) was to resolve the
vertical and horizontal scales of the thermohaline stratification

of the water column below the sea ice and, if possible, within
the Weddell polynya. The low vertical stability of the southern
ocean water column permits significant vertical fluxes of heat
and salt (Gordon 1981). These fluxes strongly influence the sea
ice budget and water mass conversion, and they are believed to
be particularly active in the winter. Water mass conversion
during the Weddell polynya period 1974-76 was significant
(Gordon in press).

The Neil Brown conductivity-temperature-depth (ctd) meter
was used in a number of ways: (1) to obtain vertical profiles to
varied depths, (2) to obtain repeated profiles at a single site ("yo
yo" stations), and (3) to make time series observations at specific
depths (see table; also see figure 3 in Gordon, Antarctic Journal,

this issue). At the ctd time series sites, current meters (Soviet
instruments) were used to obtain current shear information. A
12-bottle, 1.7-liter rosette sampler accompanying the CTD meter
provided water samples for CTD calibration and for oxygen,
nutrient, and biological study. The oxygen determinations were
carried out by Gerry Metcalf. Observations by expendable
bathythermograph (xbt) were made between CTD hydrographic
stations (see figure 3 in Gordon, Antarctic Journal, this issue) to
define better the horizontal scales within the thermal structure

along the ship track. Surface water samples were obtained for
determination of a variety of physical and biological
parameters.

Several environmentally induced equipment problems de
serve mention. The CTD meter was stowed on deck between

stations and thus was exposed to temperatures well below the
freezing point of seawater. To ensure good conductivity read-

Summary of conductlvlty-temperature-depth (ctd) stations by type and station number"

Water depth

Yo-Yo

Time series observations

Shallow Intermediate Deep
(s 1,000 m) (2,000-3.000 m) (>3.000 m) (No. of casts) (duration) (stratification feature)

1 (220 m) 2. 3. 5, 7, )
13. 21. 22. ' (2.000 m)

31, 36 )

17 (5.225 m) 4(2) 12(1.4 hr) pycnocline

26 (1.000 m) 23 (5.425 m) 6(8) 14(4.6 hr) T-max6

27 (1,000 m) 28 (5,200 m) 8(6) 19 (13 hr)c T-max

29 (5,300 m) 10(6) 25(11.8hr)d T-max

30 (4,200 m) 12(4)

?• I1' 1?' >(3,000 m)
33, 34, 35 f V

32 (5,250 m)
37 (4,300 m)

14(3)
16(6)

18 (10)

19(1)
20 (3)

24(6)
25(4)

•Stations 1, 2, and 17-37 have ctd oxygen sensor data.

"T-max = Temperature maximum.

c19—Soviet current meters deployed for 12 hours.

d25—Soviet current meters deployed for 9 hours.

Reprinted with permission.
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Figure 1. Potential temperature, salinity, and density (sigma-6) at three neighboring conductivity-temperature-depth stations. Station 32 is
within a pycnocline dome, while stations 31 and 33 are within the more "normal" stratification regime.

ings, the instrument had to be lowered to the temperature
maximum layer to thaw out and then returned to the surface to
begin each cast. The oxygen sensor failed at station 3, appar
ently because of freezing of the moisture in the Teflon mem
brane, resulting in its rupture. The sensor was not replaced until
station 17, after which it performed well. Near-surface salinity
samples did not agree well with CTD salinities, but deeper sam
ples did, with a standard deviation of approximately 0.002. The
large scatter in the surface samples may have been caused by ice
crystal formation in the Niskin bottles during the short time the
bottles were on deck before the samples were drawn. Finally,
the cold air temperatures affected the underwater connectors
used in the CTD wiring harness. We found that the rubber
connectors had to be prewarmed before assembly on deck to
ensure watertight mating.

The Somov data provide the first modern information con
cerning the actual end-of-winter condition of the sea-ice-cov
ered water column of the southern ocean. The data set is situ

ated in what can be defined, according to data for the summer,
as the Weddell Sea outflow of the cyclonic Weddell Gyre. This
water is colder and fresher than the inflow found farther to the

east and southeast. Although the Somov hydrographic data
support this view, two interesting and new aspects of the strat
ification were found: the mixod layer is significantly deficient in
oxygen, and the pycnocline has what can be called bumps, or
domes, which are composed of relatively warm water more
characteristic of the Weddell Gyre inflow.

The oxygen saturation level of the mixed layer (average thick
ness of 130meters) was 85-88 percent. Since the ice shields the
water from light and gas exchange (Chen, Antarctic Journal, this
issue) and the water column biomass is quite low, the oxygen
undersaturation may result from an admixture of oxygen-defi
cient Weddell deep water and surface water saturated with
oxygen at the beginning of the ice-cover period. Using oxygen
as a conservative parameter during the ice-cover period (about 5
months), it has been determined that the amount of deep water
required to account for the undersaturation is 40 meters. Pre

sumably this deep water enters the mixed layer by a combina
tion of wind-induced Ekman upwelling, entrainment, and dif
fusion. This information provides the basis for estimation of the
vertical flux of heat (30watts per square meter during the 5 ice-
cover months), salinity, and chemical parameters into the sur
face layer.

The pycnocline domes (figure 1) (page 99) are particularly
curious features. The depth of the mixed layer over the domes is
nearly half what it is elsewhere. The domes seem to have a
lateral dimension of about 20 kilometers. Three occurrences

were noted (stations 13, 27, and 32), though limited maneu
verability of the ship in the ice precluded a full survey. As figure
1 shows, the deep water is significantly warmer below the pyc
nocline dome. The pycnocline domes may be entrained into the
mixed layer more rapidly than is the case in a normal pycnocline
situation. Mixed-layer temperatures at all stations were .02° to
.05°C warmer than the calculated freezing point of seawater at
the observed salinities (Doherty and Kester 1974).The tempera
ture elevation over the freezing point at the pycnocline domes
was .06° to .07°C. The relatively warm mixed-layer temperature
above the domes may be evidence of the enhanced vertical flux.

The thermal structure and surface parameter traces along the
return track from 61°S to 53°S (figure 2) reveal the varied strat
ification and surface water conditions across the transition from

the ice interior to the open ocean. The transition region, or ice
edge zone, is associated with increased vertical relief of iso
therms and variation in the surface nutrients. As Stepien (Ant
arctic Journal, this issue) points out, water column biomass is
increased in the ice edge zone relative to the interior of the pack
ice. The ice edge zone is marked by smaller ice floes than are
characteristic of the interior, as well as by noticeable swell prop
agation (Ackley, Smith, and Clarke, Antarctic Journal, this issue).

We are pleased to acknowledge the Soviet members of the
physical oceanography team: Ivan Chuguy, Nikolai
Bagriantsev, Nikolai Antipov, and Vladimir Romanov.

This work was supported by National Science Foundation
grant DPP 80-05765.
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k— Ice Edge Zone-

Figure 2. Thermal structure for the upper 350 meters approximately
along the Greenwich meridian from 61° to 53°S. Expendable
bathythermograph observations 81 to 146 are indicated as vertical
tick marks, and the conductivlty-temperature-depth thermal data
are indicated by triangles. The thick horizontal bar along the sea
surface denotes the sea ice cover. Meridional traces of various

surface water parameters are given. Salinity was determined by
AutoSal, nutrients by Auto Analyzer (see Jennings, Nelson, and
Gordon, Antarctic Journal, this issue), and fluorescence by Turner
Fluorometer (determination by D. Boardman). yJ] = micromoles per
liter.
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Nutrient chemistry program during
WEPOLEX-81

Joe Jennings, David Nelson, and Louis I. Gordon

School of Oceanography
Oregon State University
Corvallis, Oregon 97331

The nutrient chemistry program of the U.S.-U.S.S.R. Weddell
Polynya expedition (wepolex-81) was designed to study the
distribution and cycling of nutrients in the Weddell Sea under
late winter/early spring conditions and to obtain the first data
on particulate silica distributions and production/dissolution
rates in the Weddell waters. An Auto Analyzer was used to
determine nitrate, nitrite, phosphate, and silicate con
centrations both in the water column and in samples from ice
cores. In addition, samples collected and filtered at five hydro-
graphic stations will be analyzed for biogenous and total par
ticulate silicon in the laboratory at Oregon State University.

The vertical distribution of dissolved nutrients in the water

column is similar to that of temperature and salinity: a very
homogenous surface mixed layer some 60-110 meters thick
overlying sharp gradients as concentrations increase to those of
the Warm Deep Water. (See Carmack and Foster 1975 for water
mass definitions.) Phosphate and nitrate concentrations de
crease from a slight maximum in the Warm Deep Water at
400-800 meters (^ 2.3 micromolar and =s 33 micromolar, respec
tively) to Weddell Sea bottom water values of approximately 2.2
micromolar and 31.5 micromolar, respectively. The silicate max
imum (approximately 129 micromolar) is broad and lies below
1,000meters, slightly deeper than the 0°C potential temperature
isotherm. The silicate concentrations decrease gradually
through the Weddell Sea Bottom Water until the -.5°C iso
therm at approximately 3,000 meters, below which con
centrations decrease more rapidly to near bottom minima of
117-120 micromolar.

Because ice conditions restricted the Somov to a relatively
small sector within the Weddell Gyre, it is necessary to examine
the data in context with data from other cruises in the same area

to discern regional oceanographic features and temporal
trends. Most of the recent historical nutrient data in the eastern

Weddell Sea were collected during 1977 and 1978 Islas Orcadas
cruises, and the overall oceanographic regime during the
wepolex cruise appears similar to that presented by Gordon
(1980) on the basis of those cruises. Stations 3, 5, and 30-35
appear to be characteristic of the eastern extent or outflow of the
Weddell Gyre, with the northernmost and southernmost sta
tions exhibiting Gordon's "warm-saline" signal indicative of the
influence of the circumpolar current. Surface nutrient con
centrations are highest in the northernmost stations, decreasing
somewhat in the Gyre proper. The increase in surface con
centrations to the south of the central Weddell Gyre evident in
the Islas Orcadas data was not observed, probably because ice
conditions precluded Scmov's reaching the vicinity of the Maud
Rise.

A comparison was made of data from wepolex and from the
Geochemical Ocean Sections Study (GEOSECS), or using GEOSECS
Atlantic station 89, which was at 60°S 0°E in January 1973.
Disregarding the surface waters, in which seasonal changes
should be most manifest, the agreement is very good. Silicate
and phosphate values are in close agreement. Phosphate and
nitrate values in the Warm Deep Water are higher at the GEOSECS
station, but they become closer with increasing depth.

Winter water at geosecs station 89 and wintertime surface water at wepolex station 35

Silicate Phosphate Nitrate

Pressure Potential concentration concentration concentration

Station (decibels) temperature (°C) Salinity (%«) (micromolar) (micromolar) (micromolar)

GEOSECS 89

22 Jan 73 75 - 1.830 34.383 75.7 2.03 29.4

wepolex 35

21 Nov 82 entire surface

mixed layer
- 1.858 34.358 75.7 2.04 29.3

Reprinted with permission.
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One preliminary finding concerning the distinct subsurface
Tmin (temperature minimum) layer, which Carmack and Foster
(1975) call Winter Water, emerged from the comparison of
WEPOLEX and GEOSECS data. Although Winter Water has long
been thought to be a relic of the winter surface waters underly
ing the seasonal pack ice (Foster and Middleton 1979), the lack of
actual winter data has precluded establishing this definitely.
The table shows that, at the core of the Winter Water present at
GEOSECS station 89, the nutrient concentrations as well as the

temperature and salinity are almost identical to those found in
the surface mixed layer (under the ice) at WEPOLEX station 35.
Thus, our winter data set tends strongly to confirm that the local
mixed layer in winter is the source of the appropriately named
Winter Water.
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Carbonate chemistry during
WEPOLEX-81

Chen-Tung Arthur Chen

School of Oceanography
Oregon State University
Corvalhs, Oregon 97331

As part of the U.S.-U.S.S.R. Weddell Polynya expedition
(WEPOLEX-81), my Soviet counterparts and I measured acidity
and alkalinity of seawater sampleson board the ship. Library
seawater samples were collected for later measurements of total
carbon dioxide (C02) and partial pressures of C02 (by T. Tak-
ahashi at Lamont-Doherty Geological Observatory) and for
density and calcium(at Oregon State University). Some melted
ice samples also were collected for measurements (at Oregon
State University) of conductivity, chlorinity, density, calcium,
and alkalinity. The objectives are (1) to use the calcium and
carbonate dataas watertracers, (2) toestimate the effect ofpack
ice on air-sea exchange of gases and on calcium and carbon
cycles, (3) to quantify the C02 flux betweenatmosphereand the
polar water, (4) to estimate the penetration depth of the fossil
fuel C02, and (5) to quantify the error in densities calculated
from the seawater equation of state.

Preliminary analysis indicates that acidity is useful in identi
fying the source of waters. For instance, a large portion of the
water nearthe broad S^, (salinity maximum) layer at station 34
(see Figure 3 of Gordon, Antarctic Journal, this issue) seems to
come from modified North Atlantic deep water (NADW). By the
time nadw signal is incorporated into theWeddell Gyre from
the circumpolar ocean, it is characterized by low acidity and
high apparent oxygen utilization (see figure 1). Incontrast, the
warmer, saltierS^, layer atstation 36,whichrepresentscircum
polar water just north of the Weddell Gyre, has a broad max
imum acidity within the S™, layer from approximately 250 to
1,000 meters and lower apparent oxygen utilization than that
observed intheS^, atstation 34 (figure 1). This suggests that not
as much decompositionoforganicmaterial has occurred in the
circumpolar S^ water at station 36 as has occurred within the
Weddell Gyre, represented by station 34.

Preliminary shipboard data indicate that the pack ice effec
tively blocks the air-sea exchange of oxygen and C02. Con
sequently, the homogeneous surface layer, which hasapprox
imately 30 percent deep water, is not in equilibrium with the
atmosphere and contains less fossil fuel C02 than expected.
Most ofthewinter surface water (identified as ww in figure 2)
eventually is exposed to the atmosphere as the ice melts, and
exchanges ofgases with theatmosphere occur rapidly. Some of
the surface water may flow southward beneath the ice toward
the continental margin and thus undergo no air-sea gas ex-
Reprinted with permission.
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Figure 1. The vertical distributions of temperature (t), salinity (s),
apparent oxygen utilization (aou), and acidity (ph) at wepolex sta
tions 34 (59°30'S 0°30'E; 12 November 1981) and 36 (58°21 S 0°46'E;
13 November 1981). nmol kg = micromoies per kilogram.
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Figure 2. A schematic diagram showing the water masses in the
southern ocean. The pack ice blocks the air-sea exchange of gases.
aaiw = antarctic intermediate water; asw = antarctic surface water;

ww = winter surface water; wsw = western sheif water; nadw =
North Atlantic deep water; cdw = circumpolar deep water; pdw =
Pacific deep water; low = Indian deep water; aabw = antarctic
bottom water.

change. There it mixes with western shelf water (wsw) and
circumpolar deep water (CDW) to form antarctic bottom water
(aabw) (Foster and Carmack 1976; Weiss, Ostlund, and Craig
1979). Since the circumpolar deep water was formed before the
industrial revolution and the winter surface water is also defi-

cient in the excess C02, the newly formed antarctic bottom
water has little or no fossil fuel C02 (Chen 1982).

Laboratory analyses of library samples currently are being
performed.Complete data interpretation and reportsshould be
available by the summer of 1983.

I was assisted in the shipboard operations by V. Fedorov and
V. Hazitonov of the Arctic and Antarctic Research Institute,

U.S.S.R.; G. Metcalf and D. Woodroffe of the Lamont-Doherty
GeologicalObservatory; the expedition chief, E. Sarukhanyan;
U.S. chief scientist A. L. Gordon; and the Somov's captain and
crew. This work was supported by Department of Energy grant
81 EV 10611 and by National Science Foundation grant OCE
80-18770.
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Carbon dioxide partial pressure in
surface waters of the southern ocean

Taro Takahashi and David Chipman

Lamont-Doherty Geological Observatory
of Columbia University

Palisades, New York 10964

Measurements of the partial pressure of carbon dioxide (C02)
in surface waters were carried out during the U.S.-U.S.S.R. Wed
dell Polynya expedition (WEPOLEX-81) (Gordon, Antarctic Journal,
this issue). The direction of the net transfer of C02 between the
atmosphere and the oceans via gas exchange may be charac
terized in terms of the C02 partial pressures (pC02) in the
surface ocean water and in the overlying atmosphere. If the
pC02 in the atmosphere is greater than that in the surface water,
the net C02 flux should be from air to sea, and thus the ocean
acts as a C02 sink. If the partial pressures are equal, there
should be no net transfer flux of C02 across the air-sea interface.
Because seawater exerts a large temperature effect on pC02 (i.e.,
4.3 percent per degree Centigrade when alkalinity and total
C02 concentration in seawater are constant), the warm, low-
latitude ocean waters are believed to have a greater pC02 than
the atmosphere, and thus to act as a source of CO^ the cold,
high-latitude waters have a low pC02 and hence act as a C02
sink.

In the equatorial oceans, the observed pC02 values in surface
water are much greater than anticipated for high temperatures
(Broecker et al. 1979). This anomaly has been attributed to the
upwelling of colder and C02-rich subsurface waters (Broecker et
al. in press). In contrast, in the high-latitude northern oceans,
including the Norwegian-Greenland Sea, the observed pC02
values are as low as one-half of the atmospheric value of about
340 microatmospheres, and these low values can be entirely
accounted for by the low temperatures. The results of the Geo-
chemical Ocean Sections Study (GEOSECS) expeditions during
the austral summers of 1972,1974, and 1978(Broecker et al. 1979;
Takahashi and Azevedo 1982) indicate that the surface water
pC02 values in the southern ocean are not as low as those in the
northern oceans but are nearly the same as those in the at
mosphere, although the temperatures are as low as those in the
northern oceans. Since the vertical mixing of ocean water is
enhanced during the cold winter months, the C02 con
centration in surface water in the southern ocean might be
increased due to mixing with C02-rich subsurface waters, and
hence the effectof coolingon the C02 partial pressure of seawa
ter may be compensated by an increase in the total C02 con
centration. Therefore, we hypothesized that the pC02 in the
southern ocean surface water might not be reduced even during

Reprinted with permission.
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the period of a maximum cooling, and thus the ocean would not
become a strong C02 sink.

The ship's track and the pC02 data obtained during the expe
dition are shown in figures 1 and 2. The pC02 contour lines in

60 70 80 90 100 110 120

Figure 1. Distribution of partial pressure of CO, (pCO,; expressed in
10"atmospheres) in surface waters of the southern ocean observed
during the geosecs Atlantic expedition in January 1973, the geosecs
Pacific expedition In February-March 1974, and the geosecs Indian
Ocean expedition in February 1978. The ship's track and the pCO,
data obtained during the wepolex expedition in October-November
1981 also are Indicated. The geosecs data are for the austral summer,
and the wepolex data are for the austral spring.



Figure 2. Ship's track and the partial pressure of CO, (pC02; ex
pressed in 10*atmospheres) in surface waters observed during the
wepolex expedition In October-November 1981 on board the ussr
Somov. The pC02 values are underlined; the station numbers are
not. These measurements are the first observational data for sur

face water pC02 obtained in the ice-covered oceanic area during the
austral spring.

figure1are based on the data obtained by Takahashi and associ
ates during GEOSECS expeditions in the austral summers of1973,
1974, and 1978. The values obtained during the present expedi
tion (underlined in figures 1and 2) in the austral spring of 1981
are similar to those of the previous expeditions and range from
307to 340microatmospheres. Atmospheric C02 measurements
obtained during this expedition show that the partial pressure
of C02 in the atmosphere is 341 (± 1.4) microatmospheres (as
suming a mean barometric pressure of 1.000 atmosphere).
Thus, the observed pCO: in surfacewater is slightly less than or
nearly equal to the atmospheric pCO:, although the tempera
ture ofwaterisgenerally -1.9°C. Accordingly, the surface water
of the southern ocean appears to be nearly in equilibrium or
slightly undersaturated with atmospheric CO: during the aus
tral spring. Furthermore, the austral summer data of the GEO
SECS expeditions indicate that the southern ocean waters are not
far from equilibrium with atmospheric CO:, as shown in figure
1, although there are some local variations. Therefore, we con
clude that the southern ocean surface waters are nearly in equi
librium with the atmospheric CO: throughout the year and are
neither a strong sink nor a source of C02. However, because of
the absence of a large polynya area, which may be caused by a
deep, vertical, convective chimney in ocean water, we did not
have a chance to observe the significanceof polynya in the CO:
exchange between the atmosphere and oceans.

Our observations reveal a significant difference between the
C02 chemistry of the southern ocean and that of the northern
high-latitude oceans, including the Norwegian-Greenland Sea.
The pC02 observed during the summers of 1979 and 1981 in
surface waters of the Norwegian-Greenland Sea average about
230microatmospheres at the mean temperature of 6.0°C; values
as low as 160 microatmospheres at -0.1°C have been observed
along the edges of ice fields. The mean pC02 value is about 70
percent of the atmospheric pC02 of 330 to 340 microat
mospheres, indicating that the northern water is a strong sink
for C02. These low pC02 values in surface water have not been
observed in the southern ocean.

The warm North Atlantic surface water, which is nearly in
equilibrium with the atmospheric C02, cools rapidly(ina time
scale of weeks) as it flows northward into and through the
Norwegian-Greenland basin and farther into the ice-covered
Arctic Basin. Since the residence time of the surface water in the
Norwegian-Greenland basin is expected to be short, while the
time scale forC02 uptake by the surface water is of an order of a
yearor longer, the water does not haveenough time to absorb
significant amountsofCO:from the atmosphere. Furthermore,
during the summer months, the vertical mixing between the
surface and deep watersis expectedto be ata minimum and the
photosynthetic utilization ofcarbon insurface water isexpected
to be at a maximum. These factors contribute to lowering of
pC02 in the surface water in the northern oceans.

In the antarctic circumpolar region, however, the water flows
around the antarctic continent, driven by the westerly wind and
unimpededbymajor topographic barriers. Theexchange rateof
the surface water between the circumpolar water and the warm
surface waters of the Atlantic, Pacific, and Indian Oceans gener
ally is slow because they are separated by the Antarctic Con
vergence Zone. No coherent southward flow of the warm sur
face waters across the convergence zone into the circumpolar
region exists. Thus, the residence timeof circumpolar surface
water is much longer than that in the Norwegian-Greenland
Sea, and, accordingly, the southern ocean circumpolar surface
water tends to be close to equilibrium with the atmospheric
C02. Enhanced vertical mixing, which brings C02-rich deep
water to the surface, and a minimum photosynthetic utilization
of C02 during the austral winter tend to increase the pC02 on
the surface water.

This work has been supported by U.S. Department of Energy
grant DE-ACO2-81ER60000.
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The Weddell Gyre

Arnold L. Gordon

Lamont-Doherty Geological Observatory
of Columbia University

Palisades. New York 10964

The Weddell Gyre is the largest, best formed subpolar gyre of
the southern ocean. With its lesser cousins north-northeast of

the Ross Sea and east of the Kerguelen Plateau, it carries heat
and salt diffused by eddies across the Antarctic Circumsolar
current to the continental margins of Antarctica. During this
transfer, significant heat loss to the atmosphere occurs. The low
degree of baroclinicity and weak lateral gradients make it diffi
cult to resolve the gyre characteristics, yet some progress has
been made. However, our view of the Weddell Gyre is based on
austral summer data, with the exception of a few year-round
current meter moorings, and the Deutschland winter data of
Brennecke (1921). During the winter, the Weddell Gyre region is
ice covered. The very weak regional pycnocline leads us to
suspect significant vertical exchange of cold surface water with
warm-saline deep water.

The U.S.-U.S.S.R. Weddell Polynya Expedition of 1981 (Gor
don 1982; Gordon and Sarukhanyan 1982) aboard the Soviet
ship Somov obtained an array of in situ conductivity-tem
perature-depth-oxygen (CTD-O2) sensors/rosette hydrographic
stations, in conjunction with biological, chemical, sea-ice, and
atmospheric data (see pages 96-114, 1982 review issue of Ant
arctic Journal ofthe U.S.). Analyses of the hydrographic data lead
to two studies: Gordon, Chen, and Metcalf (in press) and Gor
don and Huber (in press). In these studies the characteristics of
the ocean below the sea-ice cover are described.

The Somovdata are within the cyclonic trough of the Weddell
Gyre, in which the deep wateris relatively cold, less than 0.5°C.
However, cells composed of warmer deep water were observed.
These warm cells have temperature, salinity, and oxygen prop
erties similar to the Weddell deep water (wdw) characteristics of
the Weddell Gvre inflow, which is situated to the southeast of

the Somov study region. The warm wdw cells are accompanied
by domes in the pycnocline of 40-meter amplitude over the
surrounding pycnocline, while deeper isopycnals are de
pressed.Thepvcnolcine domesareexposed toabout50 percent
greater entrainment by the turbulently active winter mixed
layer, relative to the regional entrainment rate. It is hypoth
esized that the warm wdw cells within the Weddell Gyre trough

Reprinted with permission.

are derived from instability within the frontal zone, which
extends from Maud Rise to the northeast separating the Wed
dell warm regime from the cold regime. Greater than normal
injection of warm wdw cells into the Weddell Gyre trough
would increase the surface salinity, which would tend to de
stabilize the pycnocline, increasing the probability of deep con
vection and polynya events.

The Somov data also reveal that the surface mixed layer below
the sea-ice cover is undersaturated in oxyen by as much as 1.1
milliliters per liter. This deficit is believed to be a consequence of
oxgygen-poor (4.5 milliliters/liter) wdw entrainment by the
winter mixed layer. Assuming effective cut off of ocean-at
mosphere oxygen exchange by the nearly complete snow- and
sea-ice cover with no net impact of oxygen content due to
biological factors, a mixing ratio of 1 to 3 for wdw to beginning-
of-winter surface water is required to explain the end-of-winter
mixed-layer oxygen content. Using this entrainment rate and
the assumption that vertical exchange in the non-ice-covered
period is only diffusive, a mean annual heat flux of 15watts per
square meter is determined with an annual fresh water demand
of 46 centimeters per year.

This work is supported by DPP 80-05765.
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Nutrient depletion indicates
high primary
productivity in the Weddell Sea

Joe C. Jennings .Jr. Louis I. Gordon
& David M. Nelson

College of Oceanography, Oregon State University, Corvallis,
Oregon 97331, USA

The Southern Ocean, and in particular the Weddell Sea, have
long been considered areasof high biological productivity1, but
recent isotopic measurements of primary productivity have not
confirmed this view2,3. Because the large zooplankton and
marine mammal populations of the Southern Ocean depend
ultimately on phytoplankton as the base of the food web,
accurate knowledge of primary productivity is essential to our
understanding of the Antarctic ecosystem. Oceanographic data
collected aboard the Soviet icebreaker Mikhail Somov have

allowed us to derive a new productivity estimate, based on the
seasonal depletion of nitrate, phosphate and silicic acid in the
surface layer. From these depletions and data on the elemental
composition of Southern Ocean phytoplankton, we estimate
average primary productivity in the Weddell Sea in the spring
time to be 220-420 mgC m-2 day-1. Our most conservative
estimate is 1.5-4 times higher than recently reported measure
ments of productivity in the open ocean areas of the Southern
Ocean2"5. Our estimates are inherently averagesover time and
space, including the effects of brief, intense spring blooms of
phytoplankton which may occur near the receding ice edge6-8.
Studies of primary productivity based on isotope uptake experi
ments, particularly in the austral summer, may fail to account
for the significance of such blooms.

In October and November 1981. the joint US-Soviet Weddell
Polynya Expedition aboard Mikhail Somov penetrated several
hundred kilometres into the seasonal pack ice covering the
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eastern Weddell Sea, roughly along the Greenwich meridian.
Preliminary results, including a description of the hydrographic
regime and sea ice conditions, have been reported elsewhere .
The sub-ice surface waters comprised a very homogeneous
mixed layer some 60-110 m thick in which dissolved nutrient
concentrations were highest at the northernmost stations,
decreasing slightly in the Weddell gyre proper. Because ice
conditions restricted Somov to a relatively small sector of the
northeastern Weddell gyre, it was necessary to examine the data
set in the context of data from other cruises in the same area.

Comparison of the nutrient data with austral summer data from
GEOSECS and Islas Orcadas revealed that the austral summer

data exhibited evidence of marked surface layer nutrient deple
tions. It was also apparent that virtually unaltered remnants of
winter surface waters were present at several of the austral
summer stations12. The existence of this unaltered winter
water13 (WW) at GEOSECS station 89, near the Somov track,
with nutrient concentrations very similar to those in the winter
surface layer, led us to derive an estimate of phytoplankton
productivity from the net depletion of nutrients in the overlying
surface waters.

Several assumptions are implicit in this approach to the esti
mation of seasonal nutrient depletion: (1) the separate summer
and winter data sets (that is. different cruises) are quantitatively
compatible; (2) little or no vertical or lateral mixing takes place
to alter nutrient concentrations in either the surface layer or
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Fig. 1 Hydrographic properties at
Somov station 35 at 59° 30' S 0°
30'E (solid lines) and GEOSECS
station 89 at 60° 1.5'S 0° 1.5'E
(dashed lines). The remnant winter
water at the GEOSECS station is at

75-100m.
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Table 1 Winter water at GEOSECS 89 and wintertime surface water at WEPOLEX 35

Station

Potential

Pressure temperature
(db) CC)

Salinity

(%.)
Silicate

(liM)
Phosphate

(M-M)
Nitrate

(M-M)

GEOSECS 89

22 January 73
60°01'S/0°01'E

1 0.965

75 -1.830

34.103

34.383

56.9

75.7

1.34

2.03

22.9

29.4

WEPOLEX 35
12 November 81

59°05'S/0°40'E

Entire -1.858

surface

mixed layer

34.358 75.7 2.04 29.3

the WW layer beneath it; (3) a realistic time frame can be
assigned over which the depletion of nutrients occurs; (4) ver
tical homogeneity in the surface layer under the ice is characteris
tic of late winter conditions in all years.

The hydrographic data used here were collected on the
GEOSECS Atlantic cruise in 1972-73, Islas Orcadas cruise 12
in 1977 and the Somov cruise in 1981. The nutrient data from

the GEOSECS and Somov cruises were obtained using the same
automated techniques1"1; on Islas Orcadas manual techniques
were used15. Intercomparisons of the nutrient chemical data on
deep potential temperature and density surfaces confirm the
comparability of the GEOSECS and Somov data, but the Islas
Orcadas data appear to be systematically lower in dissolved
silicic acid and higher in phosphate. In our calculations, we have
used the Islas Orcadas data solely to illustrate the spatial extent
of the nutrient depletion. Table 1 presents the temperature,
salinity and dissolved nutrient data (phosphate, nitrate and silicic
acid) we used.

Table 1 and Fig. 1 illustrate the evidence for stating that
minimal vertical diffusion has occurred to alter the dissolved

nutrient concentrations in either the surface layer or the WW.
The Somov data show the temperature of the entire surface
mixed layer beneath the ice to be almost at the freezing point.
It is underlain by warmer, more saline water and would be
heated from above by insolation as the ice recedes; thus, any
substantial vertical mixing across the WW layer would cause an
increase in its temperature. No such increase was observed (Fig.
1). Instead, a cold lens of remnant WW exists in the Weddell
Sea. This was first noted half a century ago16 but very few
chemical observations have been available until recently. For
the depletion calculations discussed here, we have used only the
GEOSECS station at which the WW properties were demon
strably identical to those in the wintertime mixed layer (Fig. 1).

Generally, horizontal advection and mixing could also modify
nutrient concentrations in surface waters above the remnant

WW layer, but in the Weddell gyre lateral transport would do
little to alter the apparent depletion of the surface waters relative
to the underlying WW. There is a high degree of lateral
homogeneity in the Weddell Sea, particularly in the zonal direc
tion in which the major circulation occurs16. Additionally,circu
lation within the gyre is quite weak , and vertical shear
between the surface and WW is not sufficient for the surface

waters observed in the austral summer to have originated very
far away from the underlying WW.

Dilution of the surface layer by melt water from the receding
ice pack (mean thickness = 1 m) would cause an apparent deple
tion of nutrients in the surface layer. Adding 1 m of melt water
to a surface layer 40 m thick (that is, a dilution of 2.5%) would
account for —7% of the observed nutrient depletion. Some of
the Islas Orcadas stations we examined had surface salinities

which were diluted by as much as 5% relative to the WW, which
could account for 15-20% of the apparent nutrient depletion.

36

At the austral summer GEOSECS station used in our calcula

tions, the surface salinity is within 1% of the salinity of the WW
layer, indicating that dilution effects were negligible.

The assignment of a time frame during which the observed
nutrient depletion took place is somewhat problematical. The
timing of the retreat of the pack ice is highly variable from year
to year, usually beginning in mid-November1819. November
1972 had the greatest extent of pack ice for the decade 1966-
7619, and it is thus unlikely that the GEOSECS station location
was ice free until late November or early December. (The
November ice extent data are the best indication of maximum

annual ice extent available for the pre-microwave satellite
era19.) The GEOSECS observations were made during January
1973; therefore, we have assigned a 60-90 day time frame to
the observed nutrient depletion.

The annual cooling of the surface layer at the onset of the
austral winter results in the formation of a homogeneous surface
layer before ice formation"1. The Somov data indicate that this
layer remains homogeneous in all properties throughout the
winter; therefore little or no primary production occurs below
the ice to alter the nutrient concentrations. Observations of very
low levels of chlorophyll a and extremely limited light penetra
tion of the pack ice during the Somov cruise20 support the
conclusion that primary productivity under the ice pack is
minimal. Thus, the homogeneity of nutrient concentrations in
the surface mixed layer at the end of austral winter can be
assumed to be typical.

Figure 2 illustrates the spatial extent of the summer/winter
contrast in dissolved silicic acid and phosphate concentrations
in the eastern Weddell Sea. Because we believe the Islas Orcadas

nutrient data to be systematically offset from the Somov data,
we have used only the GEOSECS data to quantify the observed
nutrient depletion. Taking the seasonal depletion to be the
difference between the observed nutrient concentration and the

WW nutrient concentration, the vertically integrated depletions
at GEOSECS station 89 are 850 mmol m~2, 27 mmol m~2 and
300 mmol m~2 for silicic acid, phosphate and nitrate, respec
tively. The average rates of depletion over the 60 and 90 day
time frames assigned are shown in Table 2.

Our average nutrient depletion rates can be compared with
experimentally determined rates of nitrogen and silicon assimila
tion by Antarctic phytoplankton. On recent cruises in the Scotia
Sea4"7, vertically integrated nitrate uptake rates were 0.74-
2.41 mmol m-2 day-1 for thosestations which were not in close
proximity to a land mass. (An 18-h day has been used to convert
from reported hourly rates.) Our most conservative estimate of
the average daily nitrate depletion (Table 2) is 2.5-4 times the
mean rate for these Scotia Sea stations. Similarly, for stations
south of 60° S in the Pacific sector of the Southern Ocean, net
production of biogenic silica in the euphotic zone was 2.5-
4.5 mmol Si m-2 day"1 (ref. 21), compared with our calculated
silicic acid depletion rates of 9.4-14.2 mmol m"2 day-1. There-
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Fig. 2 Meridional distribution of dissolved silicic acid and phos
phate in surface waters of the eastern Weddell Sea. Islas Orcadas
data from summer 1977 are contrasted with Somov data from

winter 1981 to illustrate the north-south extent of the apparent
seasonal depletion.

fore, the seasonal average depletion rates of both nitrate and
silicic acid exceed by a factor of 1.5-5 the few available directly
measured rates in the Southern Ocean.

The estimation of primary productivity from nutrient
depletion requires knowledge of the stoichiometry of nutrient
assimilation and carbon fixation by phytoplankton. The average
composition of marine phytoplankton is often taken to be
C/N/P= 106/16/1 (ref. 22), but lower C/N and C/P ratios
have been reported for Southern Ocean phytoplankton23.
Similarly, C/Si ratios for diatoms in the Southern Ocean are
apparently lower than those for most marine diatoms23. We
have used C/N/P = 62/ll/l and C/Si = 2.5 as representative
of Antarcticphytoplankton21. Our estimates of average primary
productivity are shown in Table 2. They range from -220 mg
C m~2 day-1 to 420mg C m"2 day"1.

Our lowest estimates of average primary productivity are
based on phosphate and nitrate depletion occurring over a
90-day period. Because particulate nitrogen and phosphorus
are remineralized more rapidly than is biogenic silica, they are
more likely to be recycled within the euphotic zone. One aspect
of this recycling is that some nitrogen is returned to the euphotic
zone as ammonium by zooplankton excretion and microbial
regeneration (see, for example, ref. 4). This ammonium is util-

Table 2 Prima ry productivity estimated from nutrient depletion

Estimated

Observed Depletion rate primary

depletion (mmol m day-1) production
(mmol 90-day 60-day (mgCm 2

Nutrient m-2) interval interval day ')

Silicic acid 850 9.5 14.2 282-426

Phosphate 27 0.30 0.45 223-335

Nitrate 300 3.4 5.1 223-335

ized preferentially by phytoplankton4,so our nitrate-based esti
mate of primary productivity is inherently an underestimate.
The estimate of primary productivity from nitrate depletion is
considered to be that fraction of the total which is available for

net transport up the food chain4,7. Available data on ammonium
and nitrate uptake by Southern Ocean phytoplankton suggest
that ammonium utilization supports 40-70% of the total produc
tivity4,7, so our estimateof nitrate utilization probably accounts
for no more than half of the total. As only direct measurements
of biogenic silica dissolution made in the Southern Ocean indi
cate that about one-third of the assimilated silicic acid dissolves

in the upper 100 in , our silicic acid-based calculation may well
be low by that amount. If our nitrate- and silicic acid-based
primary productivity estimates are increased accordingly, they
agree within 10%.

We believe that our calculations are conservative ones, result

ing in estimates of primary productivity that are probably low,
yet are 1.5-5 times higher than recent isotopic productivity
measurements in the Southern Ocean23,524. Intense phyto
plankton blooms have been reported near the edge of the
receding seasonal ice pack which could easily account for much
of the discrepancy between our calculated rates and those
measured isotopically. Primary productivity in these blooms
often exceeded 1g C m-2 day-1 (refs 6-8, 24). As its seasonal
ice cover recedes, most of the Weddell Sea surface is an ice
edge zone for some period of the austral spring. A brief (10-15
day) bloom during which productivity was in excess of 1g C
m-2 day-1, followed by a longer period of much lower produc
tivity (closer to the -0.1 g C m-2 day ' values of the recent
iiterature2,3-5,24), would result in seasonal average ratessimilar
to those we derive. The contribution of such blooms is inherently
included in our calculations, but may be missed by discrete
measurements which are remote from the ice edge.
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Zooplankton in the Weddell Sea,
October-November 1981

Jeanne C. Stepien

Lamont-Doherty Geological Obsennitory
of Columbia University

Palisades, New York 10964

Zooplankton was collected beneath the pack ice of the Wed
dell Sea and at the iceedge during the Weddell Polynya expedi
tion (WEPOLEX-81) (Gordon, Antarctic Journal, this issue). The
Soviet research vessel Mikhail Somov entered the ice in mid-
October near 56.5°S 5°E and penetrated as far south as 62.5°
before leavingthe ice in mid-November at approximately 58°S.
Tocharacterize the WeddellSea zooplankton community, with
special emphasis on the distribution, abundance, biomass,
feeding habits, and reproductive state of krill, mac-
rozooplanktonwascollected beneath the iceand at the iceedge.
Paired 500-micrometer and 1,000-micrometer mesh, 0.75-meter

nets were fished routinely from 0-200 meters and 0-500 meters
and occasioally from 0-1000 meters. Ice conditions limited the
sampling to vertical hauls. Krill also were collected for feeding
studies using the gut fluorescence method (Mackas and Bohrer
1976) and microscopic examination aboard ship.

The results show several striking differences between the
pack ice and ice edge (see figure 2 of Gordon and Huber, Antarc
ticJournal, this issue) in October-November in terms of species
of krill and total zooplankton abundance and biomass.
Euphausia superba, the dominant species of antarctic krill, was
observed at the ice edge in both mid-October and mid-Novem
ber, although not in swarm concentrations. With the exception
of a few isolated juveniles, however, this species was not col
lected or observed within the pack ice, where Thysanoessa mac-
rura was the dominant species at all stations. There was a dra
matic difference in total zooplankton biomass and abundance
between the pack ice and ice edge (Figure 1). Biomass in the
upper 200 meters and 500 meters increased from means of 1.2
and 1.0 milligrams per cubic meter beneath the ice to 2.9 and 4.5
milligrams per cubic meter at the ice edge; total abundance in
the upper 200meters and 500meters increased from 3 and 5 per
cubic meter beneath the ice to 25 and 42 per cubic meter at the ice
edge. Biomass and abundance figures at the ice edge actually
should be higher, because the vertical tows did not adequately
sample the £. superba population observed. The increases in
zooplankton abundance and biomass at the iceedge parallel the
increase in chlorophyll a and photosynthesis reported by
Marra, Burckle, and Ducklow (Antarctic Journal, this issue).

T. macrura was present throughout the pack ice, reaching a
maximum abundance of 9 per cubic meter in the upper 200
meters and accounting on average for 32 percent and 27 percent

Preprinted with permission.
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Figure 1. Silhouette photographs (Ortner et al. 1979) of typical zoo
plankton samples taken within the pack ice (top panel) and at the ice
edge (bottom panel). Both samples were collected with a 500-mi
crometer mesh net hauled vertically from 0 to 200 meters. Photo
graphs show one half of the original sample.
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Figure 2. Total length of T. macrura post-larvae, juveniles, and adults
collected within the pack ice.
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of total biomass in the upper 200 meters and 500 meters, respec
tively. Since all of the hydrographic stations during wepolex
were within the ice (figure 3 of Gordon, Antarctic Journal, this
issue), it was possible to collect many specimens of T. macrura.
Total length and stage of sexual maturity were determined for
more than 1,000 individuals (figure 2). The T. macrura popula
tion sampled consisted of three groups: post-larvae (secondary
sexual characteristics not visible), juveniles (immature males
and females and females with spermatophores), and adults
(mature males and females with ripening gonads). The de
velopmental stage of the ovaries of the ripening adult females
suggests that spawning had not begun. Females spawn at stage
IV,yet all females examined were in stage IIor III (Roger 1974). It
is known that under the proper conditions the ovaries can
mature to stage IV within a week (Zhuravlev, personal com
munication). Chlorophyll levels beneath the ice were low (0.1
microgram per liter) (see Marra, Burckle, and Ducklow, Antarc
ticJournal, this issue), and gut fluorescence measurements and
visual examination of stomach contents indicated that T. macrura

were not feeding. Perhaps the springtime retreat of the ice,
which brings increased productivity in the formerly ice-covered
water column, triggers the maturation of the ovaries to stage IV,
thus initiating spawning by T. macrura in the Weddell Sea. Such
a spawning response is possible since T. macrura is known to
spawn in the Scotia Sea in spring (Makarov 1979).

D. Boardman, D. Clarke, and V. Zhuravlev assisted in the

collection of samples. V. Zhuravlev measured T. macrura and
determined stages of maturity, and C. Newcomer provided
technical assistance. This research was supported by National
Science Foundation grant DPP 80-08011.

References

Gordon, A. L. 1982. The u.S.-U.S.S.R. Weddell Polynya Expedition.
Antarctic Journal of the U.S., 17(5).

Mackas, D., and Bohrer, R. 1976. Fluorescence analysis of zooplankton
gut contents and an investigation of diel feeding patterns. Journal of
Experimental Marine Biology and Ecology, 25, 77-85.

Makarov, R. R. 1979. Larval distribution and reproductive ecology of
Thysanoessa macrura (Crustacea: Euphausiacea) in the Scotia Sea.
Marine Biology, 52, 377-386.

Ortner, P.B., Cummings, S. R., Aftring, R. P.,and Edgerton, H. E. 1979.
Silhouette photography of oceanic zooplankton. Nature, 277, 50-51.

Roger, C. 1974. Leseuphausiacesdu Pacifiqueequatorial et sud tropical.
Zoogeographie, ecologie, biologie et situation trophique. Memoires
ORSTROM, No. 71.

Zhuravlev, V. Personal communication, 1981.



Sea ice and water column plankton
distributions in the Weddell Sea

in late winter

John Marra, Lloyd H. Burckle, and Hugh W. Ducklow

Lamont-Doherty Geological Observatory
of Columbia University

Palisades. New York 10964

During the joint U.S.-U.S.S.R. Weddell Polynya expedition
(WEPOLEX-81) (see Gordon, Antarctic Journal, we measured chlo
rophyll a, phytoplankton photosynthesis parameters, diatom
distributions, and bacterial densities, in both the sea ice and the
water column. Our investigations were part of a larger effort to
obtain a comprehensive set of oceanographic data for winter
time conditions in the Weddell Sea. The measurements were

carried out aboard the Soviet ship Mikhail Somov. Somov entered
the pack ice at approximately 57°S 4°E on 20 October 1981 and
proceeded south about 300 nautical miles (550kilometers) into
the pack ice before returning to the ice edge 24 days later.

Water column distributions. We collected water samples by
bucket and, at discrete levels throughout the upper water col
umn, using Niskin samplers attached to the conductivity-tem
perature-depth (CTD) rosette. Chlorophyll a concentrations
(analyzed fluorometrically) wore very low beneath the pack ice
and increased by a factorof 2at the iceedge (figure 1).According
to the thermohaline distribution, the water column may have
been more stable at the ice edge than beneath the pack ice.
Diatom populations at the ice edge station were dominated by
Corethwn hystrix and Chaetoceros sp. Beneath the pack ice, a
variety of species was found, including Nitzschia closterium, N.
curia, and Tropidoneis vanheurckii.

The pack iceand ice edge populations differed most strikingly
in their photosynthetic characteristics. Surface samples col
lected from each locale were incubated aboard ship in fluores
cent light incubators under a range of light intensities (3-1,000
microEinsteins per square meter per second) and at near-am
bient temperatures. Photosynthetic carbon fixation (as car-
bon-14 uptake) was plotted against the light intensity of incuba
tion. For stations in the pack ice, maximal photosynthesis
(normalized to chlorophyll a), or P*1X, averaged 1.5 (standard
error, ± 1) and the initial slope of the photosynthesis-light
intensity relationship (a) averaged 0.014 (standard error, ±
0.010). No significant photoinhibition was observed. At the ice
edge, PJJ^, and a increased fourfold. Since the only environ
mental parameter that changed significantly between the pack
ice stations and the iceedge was ice cover, the higher P™, and a
values at the ice edge may represent an adaptation to higher
light intensities in the water column resulting from lower cellu
lar chlorophyll a contents.

Reprinted with permission.

Sea ice communities. The late winter pack ice contained an
active community of microorganisms. Ice cores, obtained with
the Cold Regions Research and Engineering Laboratory ice
augur (Clarke and Ackley, Antarctic Journal, this issue) and
sectioned and analyzed aboard ship, showed chlorophyllacon
centrations that were an order of magnitude greater than those
beneath the ice, typically ranging from 0.5to 3micrograms per
liter. The diatom community was similar to that in the water
column. In the top portion of the ice column, the flora was
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Figure 1. Vertical distribution of chlorophyll a (chl a), in micrograms
per liter, and temperature (t) for a station in the ice edge zone
(station 36) and a station within the pack ice (station 15).Z = depth in
meters.
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Figure 2. Eplfluorescent photomicrographs of the heterotrophic
community components In the ice column. The bacteria are about
1.0 micrometer long. Note also the unidentified flagellates, which
number approximately 107 per liter, and the Fragllarla sp. and the N.
closterium cells.

dominated by N. closterium or T. vanheurckii. There were rela
tively few diatom cell fragments. The middle and lower portions
of the ice column had a more diverse assemblage (e.g., N.
closterium, N. curia, N. turgiduloides, and T. vanheurckii), and the
ratio of whole cells to cell fragments was low, about 1.

Bacteria in the ice were enriched relative to the water below.
Within the ice, and at the depth of the chlorophyll maximum,
bacterial density wasapproximately 10" cells per liter, while in
the water below density was approximately 108 cells per liter.
However, the cell counts mask large differences in cell sizes
between the populations (figure 2). Using a carbon conversion
factor based on cell volume, the bacteria in the ice would repre
sentabout 700 milligrams ofcarbon per cubic meter, while the
bacteria in the water column would represent only 0.7 milligram
per cubic meter.

While most of the diatoms may be incorporated into the ice
during iceformation, the further growthofN. closterium and T.
vanheurckii is indicated by their numerical dominance and by
their occurrence in regions where the ratio of whole cells to
fragments is high. Also, the large, abundant, and mor
phologically distinct bacteria found within the ice implies an
active, heterotrophic community. If true, this is to our knowl
edge the first example ofboth active algal and bacterial growth
within the pack ice of the Weddell Sea.

D. Boardmanand D. Clarkeperformed the at-seacollections.
We thank S. F. Ackley for providing the ice core samples and for
comments on the manuscript. This research wassupported by
National Science Foundation grant DPP 80-08011.
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Late winter chlorophyll a distributions in the
Weddell Sea
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ABSTRACT: As part of the Weddell Polynya Expedition to the Weddell Sea (in the vicinity of 2°E/60°S)
during October, and November, 1981, we report measurements of chlorophyll a and phytoplankton
photosynthesis. Chlorophyll a measurements were made in 3 different environments: beneath the pack
ice, in pack ice cores, and in the water volumn in the ice edge zone (IEZ, defined as 6/10's-l/10 ice
cover). Photosynthesis measurements were made on samples from beneath the pack ice and from a
station at the IEZ. Chlorophyll a values in the mixed layer beneath the pack ice average 12 mg m-2.
Within the IEZ (at 6/10's coverage) water column chlorophyll a doubles. Compared to values beneath
the pack ice, the IEZ is characterized by a localized ten-fold increase in surface chlorophyll a (1 to 2 mg
m-3). Photosynthesis parameters likewise increase at the ice edge, and a rate of primary production of
300 to 400 mg m-2 d-1 is estimated for this region. Significant amounts of chlorophyll a are found near
the base of the pack ice column, and evidence is presented which suggests an active biological
community living within the pack ice. Overall, the data are consistent with the idea that phytoplankton
distributions are regulated by the availability of light. Furthermore, the data indicate the importance of
the IEZ to primary production in the Southern Ocean.

INTRODUCTION

The seasonal dynamics of the production ecology of
the surface waters surrounding Antarctica are distin
guished by uniformly low temperatures south of the
Antarctic Convergence (e.g. Gordon and Molinelli,

1982), extremes of solar irradiance, and substantial

variability in sea ice. However, ideas concerning con
trolling factors of production have come largely from
observations made in the austral summer. There are

few data sets from winter (Hart, 1942; Burkholder and

Burkholder, 1967), or from months of maximum ice

extent, and discussion continues as to the relative

importance of such factors as temperature, nutrients
and irradiance to the dynamics of productivity in the
Southern Ocean (e.g. Holm-Hansen et al., 1977; El-
Sayed, 1978). The search for major environmental
influence is important for deriving estimates of produc
tion as well as for being able to predict seasonal and
areal variability. Also, because logistical support is
difficult and expensive in the Southern Ocean, there
are potential benefits in being able to predict rates of
production from more easily measured, and perhaps
remotely sensed, environmental factors.

Unlike most of the world's oceans, nutrients are

abundant in Antarctic Surface Water (AASW) (Gordon

and Molinelli, 1982). Nutrient levels seldom drop
below 1 ug-at P04-P1"\ 10 ug-at N03-N1-1 and
20 ug-at Si (OH)4-Si l"1 anywhere south of the Antarc
tic convergence. While significant nutrient variability
exists, nutrient levels are well above thresholds where

growth of phytoplankton might be considered nu
trient-limited (e.g. Eppley et al., 1969; Walsh, 1971).
Biggs (1978) reports low ammonium concentrations in

the AASW, in spite of high concentrations of other
nutrients, and possibly high turnover rates for this

substrate. Whether these low concentrations affect

rates of production is not clear. Ammonium is nearly
always the preferred nitrogen source for phytoplank
ton in a wide variety of environments and under a wide

range of physico-chemical conditions (e.g. McCarthy
et al., 1977). The same is true of the Antarctic, at least

in austral summer (Glibert et al., 1982), even though
concentrations of ammonium are 1 to 2 orders of mag
nitude lower than nitrate. Olson's (1980) winter data

from the Scotia Sea shows equal preference for nitrate
and ammonia. It seems, therefore, that what has to be

explained is the non-depletion of nitrate. It is possible
that light or temperature limitation makes ammonium
uptake more favorable energetically (Bates, 1976;

© Inter-Research/Printed in F. R. Germany 0171-8630/84/0019/0197/$ 02.50
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Slawyk, 1979; Syrett, 1981) to the extent that nitrate
cannot be fully utilized.

Low temperatures are the probable cause of the
uniformly low assimilation numbers characteristic for
Antarctic waters (Eppley, 1972). Neori and Holm-Han-
sen (1982) have clearly shown a temperature effect,
suggesting that Antarctic phytoplankton are at least
facultative psychrophiles. Bunt (1968) has also
reported experimental evidence showing a tempera
ture influence on photosynthesis in Southern Ocean
phytoplankton. While temperature probably limits
physiological rates, Walsh (1971) has found tempera
ture to be of minor importance in explaining variations
in phytoplankton standing stock on transects with
water temperature ranging from 6 to —1°C.

Light intensity, by virtue of its strong annual and
areal variability, seems more likely than either nu
trients or temperature to regulate primary production
and the relative distribution of standing stocks in the
Antarctic on a seasonal basis. The data of Hart (1942)

show large increases in standing stock in summer
relative to data collected in winter. The large variabil
ity in ice cover must also be considered. Ice cover
ranges from a maximum in September and October of
20 million km2 to 3 million km2 in February (MacKin-
tosh, 1972). The presence of ice inhibits air/sea
exchanges and wind-induced mixing, and also mar
kedly diminishes solar irradiance available for photo
synthesis to the water column below. The formation of
ice destabilizes the surface layer via the input of brine
and consequent convective mixing. Conversely, the
seasonal deterioration of the ice pack may stabilize, as
well as provide seed populations for, the water column.
For within-season studies, however, light intensity
regulation is more difficult to demonstrate (Walsh,
1971), and there can be large spatial variations in
primary production during the summer months (El-
Sayed, 1970; El-Sayed and Weber, 1982). Large spatial
variations could be due to hydrographic features or
phenomena which increase the availability of light to
phytoplankton, but oftentimes in the past, station-
spacing on Antarctic expeditions was simply not ade
quate to isolate these.

During October and November, 1981, a joint US-
USSR oceanographic program, The Weddell Polynya
Expedition, was undertaken, one of the primary objec
tives of which was to obtain a comprehensive data set
on winter or early spring conditions in the Southern
Ocean. The Expedition was carried out aboard the
Soviet ship 'Mikhail Somov' (length: 133 m, beam:
18.8 m) of the Arctic and Antarctic Research Institute of
Leningrad. We made measurements of photosynthesis
and chlorophyll a on water column samples and mea
sured distributions of chlorophyll a in pack ice from
mid-October to mid-November, 1981, that is during

months of near-maximum ice extent. We present evi

dence consistent with the idea that the distribution and

production of phytoplankton is regulated by the

availability of light.

METHODS

The horizontal variability of chlorophyll a was mea
sured by in vivo fluorescence in water continuously
pumped from 4 m depth through a Turner Designs
Model 10 fluorometer. Conductivity and temperature

were measured simultaneously. Details of the system,

its operation, calibration and the data reduction can be
found in Marra et al. (1982a). This system was operated
continuously after R.V. Mikhail Somov' entered the
pack ice, however, fluorescence values are uniformly
low and data featureless. We found no evidence that

algae from sea ice were contaminating the signal. The
vertical distribution of chlorophyll a was determined
on samples from Niskin bottles in the upper 100 to
150 m of the water column. Chlorophyll a was also
determined at various depths in pack ice cores,
obtained with a CRREL ice-augur and sectioned while
still frozen aboard ship (Clarke and Ackley, 1984).
Standard chlorophyll a analyses were immediately
performed on melts of the section (Holm-Hansen et al.,
1965).

During one foray onto the pack ice to collect ice
cores, measurements of light attenuation through the
ice were made using a Lambda Instruments underwa
ter quantum sensor. For measurements on the ship, this
sensor agreed well with a radiometer mounted on the
mast of R.V. 'Mikhail Somov' assuming that photosyn-
thetically active irradiance (as measured by the quan
tum sensor) is 43 % of the total (downward) irradiance
measured by the radiometer (Withrow and Withrow,
1956). Irradiance values from the R.V. 'Mikhail Somov'
radiometer were recorded daily and are here reported

in units of ly d-1.
Rates of photosynthesis were determined by incubat

ing duplicate near-surface (3 to 10 m depth) seawater
samples in the presence of NaH14C03 (5uCi). All sam
ples were taken between 0900 and 1100 h to minimize
variability which might be caused by diel changes in
photosynthesis parameters. Samples were collected at
Stations 19, 21, 22, 34 and 36, and also at several
locales between stations to ensure the proper time of
collection. The samples were incubated under a range
of light intensities in a fluorescent light incubator for 3
to 6 h. Temperatures in the incubator were kept at 1 to
2°C above in situ by means of a refrigerated circulat
ing bath. According to the data of Neori and Holm-
Hansen (1982), this small temperature difference
should not result in bias. The incubations were termi
nated by filtering the samples onto Millipore HA mem-
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brane filters, which were then placed in glass scintilla
tion vials with 10 ml of a toluene-based, water-compat

ible fluor (Bakerfluor). Upon return to the laboratory,

the samples were counted on a Beckman LSI00 liquid
scintillation counter equipped with automatic external
standardization. Photosynthesis vs. irradiance (Pb vs. I)
data were fitted to the equation

pb - Pbmax tanh(aI/Pbmax)-R (1)

of Jassby and Piatt (1976) by the non-linear regression

techniques described in Malone and Neale (1981).
Here, Pbmax = light saturated rate of photosynthesis
normalized to chlorophyll a concentration; a = initial

slope of the curve; R = computed photosynthetic
(respiration) rate at zero irradiance. Average errors in a

and Pbmax were typically 10 and 30 % of the reported
values, respectively.

RESULTS

Fig. 1 shows the cruise track of R.V. 'Mikhail Somov'
and station positions (CTD/rosette casts, ice cores, and

expendable bathythermograph observations) during
the cruise. The ship entered the ice on 20 October,
1981, and departed on 14 November, 25 d later. The

positions of the nominal ice edges (3/10's coverage) are
shown at these times in Fig. 1. The fact that the ice

Fig. 1. Bathymetric map showing cruise track
and station positions during the Weddell Poly
nya Expedition. The line defining the ice edge
corresponds to about 3/10's ice coverage, and
the shaded area defines the ice edge zone (IEZ).
R.V. Mikhail Somov' entered the ice on 20 Oct,

1981, and departed 25 d later on 14 Nov

55°S

60°S

65°S-
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edge defined this way is further south on 14 November
than on 20 October as much represents variability in

the position of the ice edge as it does a net reduction in

the pack ice cover over the period of the cruise. The
nominal ice edge itself occurs in a mixed zone of open
water and variably sized floes (Ackley and Smith,

1983), indicative of a dynamic region of general ice
decay and even some new ice formation. We have

defined the ice edge zone (Fig. 2) as lying between
1/10-6/10's ice cover.

Fig. 2, from Gordon and Huber (1982), illustrates the

oceanographic setting for the biological measure
ments. It also shows surface parameter traces collected

while the ship was underway and transiting the ice

edge zone (IEZ). The stations in the IEZ show meso-
scale features of Circumpolar Deep Water (CDW; e.g.

Station 36) which are not apparent either to the north

or south. Surface water temperatures in and south of

the IEZ never vary more than a few hundredths of a
degree above —1.8 °C, the surface freezing tempera
ture. North of the ice edge zone, surface water temper

atures gradually warm. Mixed layer depths vary from
about 60 to 120 m. There is approximately a 2-fold

increase in chlorophyll a fluorescence localized to the
IEZ. Concurrent with this are negative anomalies in

surface salinity and in nutrient concentrations. The
surface chlorophyll a distributions derived from these
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fluorescence values are discussed in more detail

below.

Fig. 3 compares water column distributions of
chlorophyll a for a station in the pack ice field and
Station 36 in the IEZ (Fig. 1 and 2). Table 1 compares
various environmental and biological variables for the
pack ice and Station 36. The distribution of chlorophyll
a in the water column beneath the pack ice (Station 15)
shown in Fig. 3 is typical for all stations occupied in
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0 0 1
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50
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150

Chlg (/xgt-']
0.2 0 3

EDGE (STA 36)

Fig. 3. Comparison of depth profiles of chlorophyll a and
sigma-t (ot) between a station in the pack ice (STA 15) and in

the IEZ (STA 36)

that area. Concentrations are low and uniform down to

the pycnocline, and then decrease to near zero. The
decrease in chlorophyll always occurred at the same
depth as the pycnocline. Integrated chlorophyll a
above the pycnocline (n = 17) averages 11.7 (SD =
± 2.67) mg m~2. At Station 36, in the IEZ, water col
umn chlorophyll a doubles to 21.9 mgm-2. This
increase is associated with a much shallower isopycnal
layer and of course, less ice cover. Thus the increase in

phytoplankton biomass, as indicated by chlorophyll a,
may be due to an increase in the availability of light for
growth through an increase in stratification and a
reduction in ice cover.

This feature in the data is borne out by some biologi
cal characteristics of the populations as well (Table 1).
The Pb vs. I curve parameters (Equation 1, Pb max and
a), increase dramatically in the sample from Sta
tion 36; the approximately 2.5x difference in Pbmax for
the ice edge station is significant at P < 0.05 (Fig. 4).
The populations beneath the pack ice, although the
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Table 1. Comparison of environmental and biological vari
ables between stations occupied in the pack ice (mean
± S.D.) and the station at the ice edge zone, Station 36
(58° 21.9'S/00°49.2'W). Number of observations (n) in

parentheses where means of observations are reported

Variables Pack ice Station 36

Sea surface temperature (°C) -1.81 -1.78

Surface irradiance (ly d"1) 115±19

(n = 8)
94

Nitrate-nitrogen (ug-at 1_1) 28.4 29.1

Ice cover (tenths) 9-10 6

Euphotic zone depth (1% IJ (m) 2 - 70

Chlorophyll a (mg m~2) 11.7±2.6

(n=17)
22.0

a [mgC (mg Chi a)"1 h"1 0.012±0.009 0.027

(uEinst nr2 s"1)"'! (n = 8)

pbmax (mgC (mg Chi a)"1 tr1] 1.34 ±0.254 3.82

euphotic zone is only a few m deep, exhibit no signifi
cant photoinhibition. However, there is a 20 %

decrease in photosynthesis at the highest irradiance in
the IEZ sample. We have no explanation for this differ
ence in photoinhibitory behavior.

The continuous measurement of chlorophyll a
fluorescence on the transect exiting the pack ice field

(Fig. 2) allows a further evaluation of the increase in

biological activity at the ice edge. Station 36 (Fig. 3)
occurs at the southern edge of a localized increase in

surface chlorophyll a within the IEZ. Surface
chlorophyll a increased about fourfold while the ship
drifted to the east on Station 36. Upon getting under

way, chlorophyll a continued to rise, within 10 km

reaching 1 mgm-3 (or more) and remained high for

4-
•
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n I t
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Fig. 4. Comparison of chlorophyll a-specific photosynthesis
(Pb) vs. irradiance (I) curves for samples taken from beneath
the pack ice (open symbols) and a sample taken at Station 36,
in the IEZ (closed symbols). Open symbols are means (and
error bars are standard deviations) of all experiments (n = 7)
conducted while in the pack ice. Curves were drawn using
parameters derived from Equation (1). Pb has units of mg C

(mg Chla)-1 m-3 h_1, and I has units of uEin m-2 s_1
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DISTANCE (Km)

Fig. 5. Near-surface chlorophyll a (top) and temperature (bot
tom) vs. distance plots for the transect beginning upon depar
ture of Station 36 (km = 0). Chlorophyll a units are mg m~3,
temperature units °C. There is a systematic error in the tem
perature plot of about 0.4 C° due to warming of water as it

passes through the ship's pumping system

the next 200 km (Fig. 5). Beyond this, temperature
increased gradually by 1 C° and chlorophyll a coinci-
dentally decreased by —1.0 mg m~3. There is some
spatial variability in chlorophyll a in the IEZ (Fig. 5),
however, the spectrum of this variability shows no

significant peaks relative to the temperature variance
spectrum. Therefore, both temperature and chlorophyll
a have a common source of variability (Denman, 1976).

-

E 2

IRRADIANCE (uErrrV)
10 100

Chi g=0.05-O.IO
/

I

1% I„

1000

Fig. 6. Generalized schematic of chlorophyll a distribution in
relation to snow and ice cover, and light attenuation through
the ice. Chlorophyll a values are approximate; actual values

for the cores are presented in Clarke and Ackley (1984)
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This source of variability must be a physical process,
which does not provide enough persistence to allow

spatial variability (due to phytoplankton growth) to
develop (Denman et al., 1977; Marra et al., 1982a).

In the area covered by the pack ice, a variable but

significant proportion (10 to 30 %) of the biomass of the
phytoplankton (as indicated by chlorophyll a) is

located within the ice column itself. For the Weddell

Sea Expedition, Clarke and Ackley (1984) and Burckle
(in prep.) treat this complex subject in more detail. In
general, chlorophyll a concentrations increase in the
bottom third of the ice column, much as pictured
schematically in Fig. 6. The distribution of chlorophyll
a correlates positively with the distribution of diatom
cells (Clarke and Ackley, 1984). Fig. 6 also shows the
attenuation of light through the ice for the one station
where we were able to make light measurements. The
maximum chlorophyll a layer occurs from 1 to 10 % of
surface irradiance (assuming exponential decay
through the ice). Common species found in the ice
include Nitszchia closterium, N. curta and Tropidoneis
sp., all pennates, and presumably able to move within
the interstices of ice crystals. The other striking feature
about the pack ice is the presence of abundant and
apparently active heterotrophic populations of bacteria
and microflagellates (Marra et al., 1982b). Bacteria,
enumerated by the method of epifluorescence micros
copy (Daley and Hobbie, 1975), are very large (1 to
3 urn in length) compared to bacteria found in the
water column beneath the ice.

DISCUSSION

In general, the chlorophyll a distributions and the
photosynthesis parameters suggest that the phyto
plankton populations in the Antarctic during the
months of maximum ice extent are largely regulated
by the availability of light. A similar conclusion was
reached by El-Sayed and Taguchi (1981) for the Wed
dell Sea in summer. The IEZ exhibited greater water

column stability, less ice cover, and anywhere from 2 to
10 times the amount of chlorophyll a compared to the
water column beneath the pack ice (Fig. 2, 3 and 5).
Differences in nutrient concentrations were not of a

magnitude to suggest that these might regulate dis
tributions, and differences in temperature were neglig
ible (Table 1; Fig. 2). The increase in Pbmax and a
(Table 1\ Fig. 4) at the ice edge may be interpreted as a
physiological response to greater availability of light
(Beardall and Morris, 1976; Falkowski, 1980).
Although our measurements suggest a euphotic zone
(i.e. 1 to 100 % of surface irradiance) extending only 1
to 2 m below the pack ice, and mixed layers to about
100 m, our samples show the populations to have more
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typical responses to higher light intensities. There is
no severe photoinhibition (cf. Bunt, 1964) and the light
intensity at which photosynthesis is maximal is similar

to phytoplankton species of temperate and tropical
environments (Yentsch and Lee, 1966). Some sea ice
diatoms are able to retain viability in darkness (Bunt
and Lee, 1972) and other diatom species can remain

viable for long periods under extremely low light con
ditions (Thome, 1981). At these latitudes (55 to 60°S)

there are still about 6 h of daylight at the winter sol
stice, thus the populations never experience a period of
winter darkness. Also, transient leads in the ice would

increase the amount of light reaching the under-ice
populations and may be a factor in their maintenance.

Significant amounts of chlorophyll a are found
within the pack ice itself (Fig. 6). This may be part of
an active biological community consisting of bacteria,
algae and microflagellates that exists in interstices
between ice crystals (Marra et al., 1982b). Based on our
measurement of light attenuation through the ice at
one station, the typical maximum in chlorophyll a was
found at 1 to 10 % of surface irradiance, which is

within the same range of light levels where subsurface
chlorophyll maxima are found in stratified water col
umns (e.g. Cullen and Eppley, 1981).

Much has been written concerning the biological
significance of ice edges for all trophic levels (Marr,
1962; Siniff et al., 1970; MacKintosh, 1972; Alexander,

1980; Ainley and Jacobs, 1981; Stirling and Cleator,
1981). It has been hypothesized that the ultimate
reason for the importance of ice edges to zooplankton,
nekton, mammals, and birds, is the occurrence of

enhanced levels of primary production. This has been
documented in a few cases (El-Sayed, 1971; Alexan
der, 1980), but the specific phenomena at ice edges
leading to enhanced phytoplankton growth there rela
tive to open water areas are not understood. One possi
bility is that the algae contained in the pack ice are
released upon melting to grow later. This idea is
attractive from the standpoint that overwintering in the
ice may be part of the seasonal dynamics of Antarctic
phytoplankton (Ackley et al., 1979). To our knowledge
there is no evidence which would support this idea for
the Southern Ocean, although Alexander (1980) found
dissimilar populations from sea ice and water column
samples in the Bering Sea. Another possibility is that,
given the activity of bacteria and heterotrophs in the
pack ice (Marra et al., 1982b), the meltwater is suitably
'conditioned' with trace substances and organic
chelators (Barber and Ryther, 1969). In support of this
hypothesis, Dunbar (1981) reports experiments show
ing a stimulant effect by melted ice on the growth of
laboratory cultures of microalgae. Finally, ice edge
blooms may result from purely physical phenomena.
Melting pack ice will stabilize the top 5 to 10 m of the
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surface layer through input of fresh water, and wind-
induced mixing may be reduced near the ice edge,
contributing to stabilization of the water column.

During the Weddell Polynya Expedition, we
observed localized increases in surface chlorophyll a
an order of magnitude greater than the values found to

the south (in the pack ice region) and 4 times greater
than values seaward of the IEZ (Fig. 2 and 5). This
localized increase in phytoplankton biomass is associ

ated with greater stratification than further south
(Fig. 3) and a decrease in surface salinity which light
ens the surface layer by 0.6 sigma-t units (Fig. 2). This
is evidence, therefore, suggesting ice-melt freshening
of the surface layer as the reason for the IEZ phyto
plankton increase. The biomass increase we observe
did not appear to be derived from the seed populations
contained within the ice. We have no preserved sam

ples from this region; however, Corethron hystrix Cas-
tracane and other chain-forming centrics were cap
tured in the zooplankton nets. C. hystrix is commonly
found in this area of the Weddell Sea (Hart, 1942). This
lack of correspondence in water column and ice algae
agrees with the finding of Alexander (1980); but we
point out that given inadequate knowledge of the
temporal dynamics of the ice edge, the importance of
seeding with sea-ice algae to the ice edge bloom
would be difficult to establish or to rule out. Certainly,
C. hystrix and other centrics have been found to be

present in sea ice (Hart, 1942; Burkholder and Man-

delli, 1965).

It may be significant that neither El-Sayed and
Taguchi (1981) nor Glibert et al. (1982) found

enhanced concentrations of chlorophyll a at the sum
mertime ice edge in the Antarctic. It is possible, there
fore, that the enhanced phytoplankton activity may be
associated with the seasonally receding ice edge and
break-up of the winter ice pack. Furthermore, a reduc
tion of wind-induced mixing at ice edges should occur
regardless of season. This lends additional circumstan

tial support to the idea of melt-water stabilization of

the water column near ice-edges as the primary factor
leading to enhanced productivity of the IEZ. Smith and
Nelson (in press) have come to a similar conclusion

regarding the distribution of chlorophyll a near a

receding ice edge in the Ross Sea. The possibility
remains that some chemical agent, melted out of the
ice, promotes growth of water column phytoplankton
(Dunbar, 1981), but this effect should be secondary to
any change in water stratification caused by melting.
Then too, any organic chelator (for example) will
undergo substantial dilution by the surrounding sea
water.

In summary, the evidence suggests that the availa

bility of light modulated through water column stratifi
cation, ice cover, and melt-water stabilization controls
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the distribution of phytoplankton biomass (as indi
cated by chlorophyll a) in the Weddell Sea in late
austral winter. The increase in chlorophyll a at the IEZ
is associated with shallower mixed layers and reduc

tions in surface salinity, both of which would contri
bute to greater water column stability. Where the
water column is covered by ice, the euphotic zone
depth is 1 to 2 m, and a significant portion of the
phytoplankton (compared to the water column) is
found within the pack ice. Although our evidence is
indirect, the populations existing in the ice appear
healthy and active (Marra et al., 1982b; Clarke and
Ackley, 1984).

Since the euphotic zone beneath the pack ice is so
shallow, production rates there are probably close to
zero. Using the Pb-I curve data, a calculation similar to
that of Burkholder and Burkholder (1967) indicates a

rate of primary production at Station 36 of 136 mg m~
d"1, consistent with rates found by others (Vol-
kovinsky, 1964; Burkholder and Mendelli, 1965; Burk
holder and Burkholder, 1967; El-Sayed, 1968). The ice
edge bloom, evident from the underway sampling sys
tem, reaches 1 to 2 mg m-3. If the same Pb-I relation
holds there, and allowing for an increase in light
attenuation with the higher chlorophyll a concentra
tions (Riley, 1956), rates of production for the ice edge
bloom would approach 300 to 400 mg m~2d~1. Both
the chlorophyll biomass and the primary production
estimate for the ice-edge bloom are higher than other
values we have found in the literature for similar

latitudes and similar times of the year (Burkholder and
Burkholder, 1967; Bolter and Dawson, 1982). Clearly,
any new estimates of primary production for the South
ern Ocean will have to take into account the biological

dynamics at the ice edge zone.
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ABSTRACT: Plankton tows sampling various water depths beneath Antarctic sea ice recovered a high
proportion of the cold water assemblage of Radiolaria present in Recent surface sediments underlying
these waters. Of the 3 depth intervals sampled, the highest abundances of polycystine Radiolana were
collected in vertical tows from the upper 100 m. Phaeodarian radiolarians occupy a slightly deeper
habitat in ice-covered waters with highest concentrations occurring in tows sampling depths between
100 and 200 m. The water structure at the ship station where the highest numbers of polycystine
radiolarians were collected was unique in that it consisted of an entrained warm cell of Weddell Deep
Water surrounded by cold Weddell Deep Water.

INTRODUCTION

It has been known for some time that siliceous mi-

crofauna are capable of living under sea ice in the
Arctic (Hulsemann, 1963; Tibbs, 1967). Until recently,
however, very little was known about radiolarian
abundance and distribution in ice-covered Antarctic

waters. Samples taken during the recently completed
Weddell Polynya Expedition permit examination of the
late winter/early spring radiolarian population living

beneath Antarctic sea ice. As the sampling platform for
this joint US-USSR expedition, R/V "Mikhail Somov'
remained within the Antarctic ice field from the last

week in October through the second week in

November 1981. During this time, various physical,
biological and atmospheric measurements were taken
along a transect in the Atlantic sector of the Antarctic
Ocean which extended nearly 600 km within the sea
ice. This report summarizes the radiolarian analyses
from plankton-tow samples, comparing faunal abund
ances with those reported from the open ocean as well
as with fauna preserved in the underlying Recent sur
face sediments.

METHODS

Radiolaria were collected at 14 stations using 75 cm

diameter, 64 micron-mesh plankton nets equipped
with flow meters and rigged for opening and closing.

The nets were vertically towed over 3 depth intervals:
0 to 100 m, 100 to 200 m and 1,000 to 2,000 m. Because

of malfunctions in net operation and/or flow meters at
several of these stations, this report is limited to

describing the radiolarian fauna in tows from only 8 of
the 14 stations.

Initial sample preparation consisted of splitting the
sample using a plankton splitter into 1/8 to 1/2 portions
of the whole, based on the radiolarian density in each
sample. After rinsing the split of the total sample
through 250 and 63 micron sieves, the residue was
placed in 35 % hydrogen peroxide and put in a 60 °C
oven for 24 h. This oxidation process removed all
organic material from the siliceous skeletons. Hy
drochloric acid (37 % solution) was added to dissolve
all calcareous organisms. After a final rinsing in distil
led water, the entire residue was mounted on glass
slides. Complete specimens (> 50 % of skeleton intact)
belonging to the 2 major groups of Radiolaria
(Phaeodaria and Polycystine) were identified and
counted on each slide. Phaeodarian (tripylean) skeletal
material differs from that of polycystine radiolarians in
that it is composed of a combination of organic sub
stances and silica rather than entirely of amorphous
silica. No attempt was made to distinguish between
specimens which had been living and those which
were dead when collected. Species' counts were con

verted to number of individuals per cubic m of water
filtered by the net (ind m~3).

© Inter-Research/Printed in F. R. Germany 0171-8630/84/0019/0207/$ 02.50
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RESULTS AND DISCUSSION

Station number (CTD), water depth sampled and
calculated values (ind m~3) for Polycystines and
Phaeodaria for each of the tows are shown in Table 1.

Tows taken at Ship Station 36,37 sampled plankton at
the sea-ice edge, whereas, the remaining 11 tows sam
pled plankton at various sites within the Antarctic sea
ice (for location of ship (CTD) stations see Fig. 1 in
Marra and Boardman, 1984). The number of polycys
tine Radiolaria in samples collected between 0 and
100m ranged from 20 to 154 ind m~3. In the nets towed
from 100 to 200 m depths, the number of polycystine
radiolarians varied between 9 and 69 ind m"3. In the
deep tows (1,000 to 2,000 m), polycystine radiolarian
abundances of 8 and 18 ind m-3 were measured. These

values are an order of magnitude lower than those
reported for plankton-tow data over similar depth
intervals from transects across the equatorial Pacific
(Petrushevskaya, 1971; Renz, 1976) and the Gulf
Stream off Florida (Casey et al., 1979). However, they
are similar to radiolarian abundances calculated in

samples collected from the central portion of the North
Atlantic subtropical gyre (Casey et al., 1979) and the
North Pacific (Kling, 1979).

Examination of the Weddell Polynya Expedition

data from ship stations where plankton tows from both
0 to 100 and 100 to 200 m were taken shows that

greater numbers of polycystine radiolarians were
recovered in tows from the upper 100 m than from the
100 to 200 m interval. Whether living in waters

covered by sea ice (this study) or in the open ocean
(Petrushevskaya, 1971; Renz, 1976; Casey et al., 1979;
Kling, 1979), polycystines occur in highest concentra
tions in the upper 100 to 150 m of the water column.

The highest number of polycystine radiolarians
occurred in a plankton tow which sampled the interval
between 0 and 100 m at Ship Station 27,28. Of the 7
ship stations where siliceous plankton were collected
beneath the sea ice, this station was the only one to

overlie a warm cell of Weddell Deep Water (WDW)
within the Weddell cold regime (Fig. 1). As reported by
Gordon and Huber (1984), the water in this cell is

warmer, saltier, denser and has a higher oxygen con
tent than water from corresponding depths at the other
6 ship stations. The top of the pycnocline is also shal
lower in this warm cell compared to its position in the
surrounding colder WDW. It has been proposed (Gor
don and Huber, 1984) that these warm WDW cells are
created at the frontal zone separating warmer WDW
inflow from colder WDW outflow. Unfortunately, no
radiolarian samples were collected at other ship sta
tions where cells of warmer WDW were detected (e.g.

Ship Station 32) so we are unable to determine if
higher concentrations of polycystine radiolarians were
present at these stations as well. Nevertheless, these
initial results indicate that polycystine radiolarians
inhabit the warmer, saltier, and more oxygenated
waters of the warm WDW at higher abundance levels
than in the surrounding cold WDW.

The same polycystine radiolarian species were typi
cally present in the 0 to 100 m and 100 to 200 m
intervals at all seven ship stations where tows from
these specific depths were made. Spongotrochus
glacialis Popofsky is the most abundant species in
samples from the upper 100 m interval and from 100 to
200 m. It is followed in abundance at these levels by

Antarctissa denticulata Ehrenberg, Lithelius
nautiloides Popofsky and Triceraspyris antarctica
Haeckel. All 4 species are present in lower concentra
tions in tows from 100 to 200 m than from 0 to 100 m.

Plankton-tow samples over comparable water-depth
intervals beneath the Arctic sea ice also contain S.

glacialis as the most abundant polycystine radiolarian
(Hulsemann, 1963; Tibbs, 1967). In the 2 deep tows
(1,000 to 2,000 m) from the Antarctic data set, Spon-
gurus pylomaticus Riedel and S. glacialis occur in
higher concentrations than any other polycystine
radiolarians.

With the exception of the ice-edge station (Ship

Table 1. Abundance of phaeodarian and polycystine radiolarians in Weddell Polynya Expedition plankton samples, expressed as
numbers of individuals m-3 of filtered water

Ship
station

7, 8

9, 10

22, 25
27, 28

29, 30

31

34

36, 37

0--100

Phaeodaria Polycystines

33 20

29 22

41 154

23 99

24 62

11 49

76 108

Sample depth (m)

100-200

Phaeodaria Polycystines

35

132

101

21

70

56

69

24

25

68

1000-2000

Phaeodaria Polycystines

18



Fig. 1. Potential temperature
section compiled from hydro-
graphic stations occupied dur
ing exit transect from Antarc
tic pack ice. Black arrows: lo
cation of individual CTD sta
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Station 36,37), phaeodarians occur in higher abund
ances in tows from 100 to 200 m than from 0 to 100 m

when comparing results from ship stations where
plankton tows from both 0 to 100 m and 100 to 200 m
were taken. Examination of individual phaeodarian
abundances in the samples taken within the Antarctic
sea ice shows that Challengeron bicorne Haecker is
the most abundant species in tows sampling depths
between 0 and 100 m and between 100 and 200 m. In

all 3 tows at the ice-edge station, Protocystis harstoni
Murray occurs in higher concentrations than any other
Phaeodaria. Higher concentrations of phaeodarians
compared to polycystine radiolarians were encoun
tered in the upper 100 m at the 2 ship stations sampled
on the poleward transect (Ship Stations 7,8 and 9,10),
whereas, polycystine abundances were higher than
phaeodarian radiolarians in tows sampling the upper
100 m at all ship stations on the northward leg of the
expedition (Ship Stations 27,28 through 36,37).

We compared the polycystine radiolarian fauna in
the Antarctic plankton tows with the fauna in Recent
surface-sediment samples from the Atlantic sector of
the Antarctic Ocean south of 55° S. Five of the 6 species

that dominate the Antarctic radiolarian cold water

(polar) assemblage defined by Lozano and Hays (1976)
from factor analysis of surface-sediment samples in the
Antarctic and subantarctic are also present in the
plankton in relatively high abundances. Only 1 of the 7
species that show the greatest affinity for the warm
water (subantarctic) assemblage defined by Lozano
and Hays, however, was collected in our plankton
tows. This indicates that the occurrence of most of the

members of the warm water assemblage in Antarctic
waters may be limited to times of the year other than
late winter or early spring when the water properties
are more favorable, or that these species were in such
low abundances in the Antarctic waters in October and

November that they eluded the plankton nets and
consequently were not observed in our samples.

CONCLUSIONS

Although radiolarian abundances in waters beneath
Antarctic sea ice are not as high as those from highly
productive regions of the open ocean, they are similar
to those in less productive waters of the central North
Atlantic and North Pacific. The highest concentrations

of polycystine radiolarians in the ice-covered Antarctic
waters appear to be related to a warm cell of WDW

which had been trapped in the surrounding colder

WDW. The majority of polycystine species captured in
the plankton tows correspond with those which com

pose the cold water assemblage in the surface sedi

ments underlying the survey area. In the upper 200 m
of water beneath Antarctic sea ice, polycystine radiola

rians occur in the highest concentrations between 0

and 100 m, whereas, phaeodarian radiolarians are
most abundant in the interval between 100 and 200 m.
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Antarctic Radiolaria in late winter/early
spring Weddell Sea waters

Joseph J. Morley and Jeanne C. Stepien
Lamont-Doherty Geological Observatory of Columbia University. Palisades. New York 10964

ABSTRACT: During the 1981 cruise of the R/V MikhailSomov, we examined the radiolarian population inhabiting Antarctic
waters in late winter/early spring (October-November). Samples were collected with plankton tows at stations at the ice edge as
well as hundreds of kilometers south of the ice edge. Concentrations of polycystine and phaeodarian Radiolaria in this unique
data set are low, with abundances comparable to those reported from some less productive open-ocean regions. Polycystine
Radiolaria occur in highest concentrations in the upper 100 m of the water column at the ice edge and beneath the sea ice. At
the sea-ice stations, intermediate tows (100-200 m) contain the highest abundances of Phaeodaria. Spongotrochus glacialis is
the most abundant polycystine present in shallow (0-100 m) and intermediate (100-200 m) tows, with Spongurus pylomaticus
and Spongotrochusglacialis occurring in higher concentrations in deep tows (1000-2000 m) than any other polycystine radio
larian. In all the shallow and intermediate tows taken within the sea ice. the most abundant Phaeodaria present is Challengeron
bicorne. At the ice edge, Protocystis harstoni replaces C. bicorne as the most commonly found phaeodarian.

INTRODUCTION

In the Antarctic today, the area covered by sea ice expands
from approximately 3 x 106 km2 in late summer (February)
to 20 x 106 km2 in late winter (September-October) (Zwally
et al. 1979). Positioned south of 70°S in summer, the ice edge
in the Atlantic sector of the Southern Ocean extends north

ward during some winters as far as 55°S. Although studies
of the phytoplankton and zooplankton living in ice-covered
waters near Antarctic field stations have been made (Ferreyra
and Tomo 1979; Krebs 1983). few shipboard analyses have
been made of the biologic activity beneath the late-winter
Antarctic sea ice. One ofthe objectives of the joint US-USSR
Weddell Polynya Expedition was to describe the phytoplank
ton and zooplankton living in the Antarctic's ice-covered
waters as well as in the sea ice during late winter'early spring.
The Russian icebreaker Mikhail Somov, the sampling plat
form for the Expedition, entered the ice on 20 October 1981
and proceeded to cut a path extending over 500 km through
the sea-ice field. During the 25 days spent within the ice.
numerous physical, biological, and atmospheric measure
ments were made at over 30 ship stations positioned along
the south and north transects (text-fig. 1).

METHODS

Radiolaria were collected at 14 stations with V* m diameter,
64 /im-mesh plankton nets equipped with General Oceanic
flow meters, double release mechanisms and. in some cases.
Benthos Time-Depth Recorders. We attempted to sample
plankton at three depth intervals: 0-100 m, 100-200 m and
1000-2000 m. Because of limited station time, however,
deep (1000-2000 m) tows were made at only a few stations.
The nets were lowered to the maximum water depth of the
specific interval to be sampled, opened mechanically by a
messenger weight, raised vertically to the minimum depth
and closed with a second messenger. Ice conditions limited
sampling to vertical hauls. In most instances samples from
the two shallow depths were taken in series. Because of im
proper operation of the nets and/or flow meters at some
stations, we present the results of analyses of tows taken at
only 8 of the 14 stations (table 1).
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During ship transit, the samples were preserved in a 5%
solution of glutaraldehyde buffered with sodium borate. No
tests were conducted to determine the ratio of live to dead

specimens at the time of capture. Sample preparation in the
laboratory consisted of an initial rinsing of a '/s to Vi split of
the total sample through a 63-/im sieve. After washing the
residue into a petri dish containing a 35% solution of hy
drogen peroxide, the sample was placed in an oven at 60°C
for a minimum of 24 hr. This portion ofthe process removed
all organic material from the radiolarian tests. The addition
of hydrochloric acid (37% solution) dissolved all calcareous
organisms. As a final process, the sample was thoroughly
washed through a 63-^m sieve and the residue uniformly
distributed on glass slides using Canada balsam for a mount
ing medium. Identification was made of all complete spec
imens (> 50% of skeleton) belonging to the two major groups
of Radiolaria (polycystine and phaeodarian). Unlike the tests
of polycystine Radiolaria, which consist entirely of ampho-
rous silica, the hollow-tubed phaeodarian skeletons are com
posed of silica and small amounts of organic matter. To
facilitate comparison of specific species counts in the various
tows, all tabulations were converted to number ofindividuals

per cubic m of water filtered by the net (ind/m3).

DISCUSSION

The 14 samples examined in this study are listed in table 1,
with date of sample collection, ship-station number, ship
location, sea-ice coverage, the depth interval each net sam
pled, and the number of polycystine and phaeodarian Ra
diolaria per cubic m ofwater filtered. Three ofthe 14 samples
were taken at the sea-ice edge (ship station 36,37); the re
maining 11 at various stations within the Antarctic sea ice.

The shallow tows (0-100 m), for the most part, sampled a
homogenous water layer above the thermocline where tem
peratures reached near-freezing values (text-fig. 2) and chlo
rophyll a levels were uniformly low (<0.1 microgram/liter).
At the ice-edge station, chlorophyll a concentrations reached
levels twice as high as those measured at corresponding water
depths at stations situated within the sea ice (Marra and
Boardman 1984). Samples collected at intermediate depths
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TEXT-FIGURE 1

Cruise track of R/V Mikhail Somov during the 1981 US-USSR
Weddell Polynya Expedition, showing location ofship stations (CTD),
ice coring sites (X) and bathythermograph (XBT) observations. Po
sition of ice edge, corresponding to 3/10's ice coverage, shown at
time of entry into and exit from pack ice.

(100-200 m) came from waters characterized by a steep po
tential temperature gradient, with temperatures averaging
1.5° to 3.0°C warmer than those recorded at shallower depths
(text-fig. 2).

The overall radiolarian abundances in the Antarctic tows are

lower than those recorded for most open-ocean regions ex
cept for the relatively low-productive waters of the central

TABLE 1

Plankton tow information.

North Atlantic (Casey et al. 1979) and central North Pacific
(Kling 1979). In the shallow tows (0-100 m), the number of
polycystine Radiolaria ranged from 20 to 154 ind/m3 whereas
the number of Phaeodaria varied between 11 and 76 ind/

m3. The values for polycystine abundance in the five samples
from the intermediate depths (100-200 m) varied between
a low of 9 ind/m3 and a high of 69 ind/m3. Phaeodarian
abundance in these same intermediate-depth samples ranged
from 21 to 132 ind/m3. In the deep tows (1000-2000 m),
polycystine and phaeodarian Radiolaria were present at much
lower concentrations.

At the five stations where Radiolaria were collected simul

taneously from both shallow and intermediate depths (ship
stations 7,8; 29,30; 31; 34; 36,37), higher numbers of poly
cystine Radiolaria were captured in the shallow tows (0-100
m) when compared with their deeper (100-200 m) counter
parts. Evidently, the polycystine Radiolaria preferred the ho
mogenous cold waters found in the upper 100 m to the warm
er intermediate waters. The highest number of polycystine
Radiolaria did not occur in one of the tows taken at the ice

edge as one might have expected, but in the shallow tow
(0-100 m) made at ship station 27,28. Of the stations within
the sea ice where radiolarian samples were collected, this was
the only one to sample zooplankton within a warm cell of
Weddell Deep Water (WDW). Gordon and Huber (1984)
noted that the water in this warm cell is warmer, saltier and
denser, and has higher oxygen levels than water from cor
responding depths at other stations where radiolarian sam
ples were taken. Although other warm cells of WDW were
detected within the more dominant Weddell cold regime (i.e.
ship station 32 in text-fig. 2), no radiolarian samples were
taken at those stations to confirm this tentative association

of increased levels of polycystine Radiolaria with warmer,
saltier, more oxygenated waters of the WDW warm cells.
Evidence in support of this preliminary conclusion can be
drawn from previous analyses of zooplankton in waters be
neath Arctic sea ice, where Tibbs (1967) reported finding
higher concentrations of Radiolaria associated with temper
ature maxima within the water column.

Date Sample Water Column

Collected Ship-Station Sea-Ice Sampled Polycystine Phaeodaria

(1981) Number Ship-Station Location Coverage (m) ind/m3 ind/m3

26 October 7,8 60°26.9'S,03o37.1'E 10/10*s 0-100 20 33

7,8 100-200 9 35

26 October 9,10 61°10.8'S,03°06.9'E 10/10's 0-100 22 29

5 November 22,25 62°09.0'S,0ri5.2'E 9/10's 1000-2000 18 4

8 November 27,28 61o30.rS,01°07.9'E 9/10's 0-100 154 41

9 November 29,30 60°57.5'S, 00°47.7'E 9/10's 0-100 99 23

29,30 100-200 69 132

10 November 31 60°40.5'S, 00°30.7'E 9/10's 0-100 62 24

31 100-200 24 101

12 November 34 59°30.9'S, 00°35.2'E 9/10's 0-100 49 11

34 100-200 25 21

13 November 36,37 58°22.6'S, 00°52.6'E 8/10's 0-100 108 76

36,37 100-200 68 70

36,37 58°27.1'S,01o08.5'E 8/10's 1000-2000 8 6
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TEXT-FIGURE 2

Potential temperature section compiled from hydrographic mea
surements taken during exit transect from Antarctic pack ice. Con
tour interval equals 0.2°C, except for dashed and dotted contours at
0.1° and 0.05°C, respectively. Arrows identify specific ship stations
along transect (from Gordon and Huber 1984).

Based on results from analyses of zooplankton captured in
the Antarctic tows, Phaeodaria appear to prefer a slightly
deeper habitat than polycystine Radiolaria. At the four ship
stations where radiolarian samples were collected at both
shallow and intermediate water depths beneath the sea ice,
phaeodarian concentrations were higher in the intermediate
tows (100-200 m) than in their shallow counterparts (0-100
m). Only at the ice-edge station (36,37) were abundances of
phaeodarian Radiolaria lower in the sample taken at inter
mediate water depths than in the shallow-tow sample.

Tables 2 through 4 list the abundances of the most common
species of polycystine and phaeodarian Radiolaria in shallow
(table 2), intermediate (table 3) and deep (table 4) tows. The
ten polycystine Radiolaria listed in these tables comprise 80%
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TABLE 2

Abundance (ind/mJ) of the most common species ofpolycystine and
phaeodarian Radiolaria in shallow (0-100 m) tows.

Ship-Station Number

27, 29, 36.

7,8 9.10 28 30 31 34 37

Polycystines

Spongotrochus glacialis 4 11 44 47 28 34 45

Spongopyle osculosa 0 0 0 0 0 0 0

Spongurus sp. 0 1 0.9 2 0 0.3 2

Spongurus pylomaticus 0.7 0 0 0

Lithelius nautiloides 3 3 12 10 5 6 7

Lithelius minor 0.5 1 0.9 0.3 0 0 1

Triceraspyris antarctica 4 2 11 2 4 1 3

Cycladophora davisiana 0 0.1 0 0 0 0.1 0

Antarctissa denticulata 1 0.9 14 8 3 4 19
Antarctissa strelkovi 2 0.3 18 1 5 0.4 17

Phaeodarians

Protocystis harstoni 0 0.6 0.9 0.3 0 0 36

Challengeron bicorne 29 23 26 17 15 8 26

Challengeron swirei 2 3 5 5 5 2 2

(on average) of the total polycystine population in the shallow
tows, decreasing to 60% in the deep tows. The Phaeodaria
are dominated by only three species which constitute 88%
(on average) of the shallow tows and 40% of the deep tows.
The diversity in that portion of the samples not specifically
identified at the genus/species level was relatively high, with
none of the minor species occurring at significant abundance
levels.

Spongotrochus glacialis Popofsky (pi. 1, fig. 6) is the most
abundant polycystine in all the shallow (0-100 m) and in
termediate (100-200 m) tows. This finding agrees with those

TABLE 3

Abundance (ind/mJ) of the most common species of polycystine and
phaeodarian Radiolaria in intermediate (100-200 m) tows.

Ship-Station N umber

7,8 29,30 31 34 36,37

Polycystines

Spongotrochus glacialis 3 18 9 12 13

Spongopyle osculosa 0 0 0 0 0.1

Spongurus sp. 0.2 2 0.4 0.4 0.8.

Spongurus pylomaticus 0.3 0 0.2 0.1

Lithelius nautiloides 0.7 4 3 3 3

Lithelius minor 0 1 0.4 0.3 0.8
Triceraspyris antarctica 0 11 1 2 2

Cycladophora davisiana 0 0.2 0 0.1 0
Antarctissa denticulata 0.5 6 3 3 11

Antarctissa strelkovi 0.2 0.2 0.1 0.4 3

Phaeodarians

Protocystis harstoni 0.7 5 0.8 1 37
Challengeron bicorne 26 19 13 7 18

Challengeron swirei 3 4 3 1 3
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TABLE 4

Abundance (ind/m3) of the most common species of polycystine and
phaeodarian Radiolaria in deep (1000-2000 m) tows.

Ship-Station Number

22,25 36,37

Polycystines

Spongotrochus glacialis 3 0.9

Spongopyle osculosa 0.2 0.4

Spongurus sp. 0.1 0.3

Spongurus pylomaticus 3 3

Lithelius nautiloides 0.5 0.1

Lithelius minor 1 0.2

Triceraspyris antarctica 0.1 0

Cycladophora davisiana 0.1 0.1

Antarctissa denticulata 0.4 0.5

Antarctissa strelkovi 0.3 0

Phaeodarians

Protocystis harstoni 0.3 2

Challengeron bicorne 0.9 0.7

Challengeron swirei 0.1 0.1

from Arctic studies (Hulsemann 1963; Tibbs 1967) where 51.
glacialis is the polycystine radiolarian found in the highest
concentrations in the upper 400 m ofthe water column. After
S. glacialis, the most common polycystines in the shallow
tows are: Lithelius nautiloides Popofsky (pi. 2, fig. 5), Ant
arctissa denticulata (Ehrenberg) (pi. 2, fig. 7), Antarctissa
strelkovi Petrushevskaya (pi. 2, fig. 1) and Triceraspyris ant
arctica (Haeckel) (pi. 2, fig. 2). In the intermediate tows, these
species also follow S. glacialis in abundance except for A.
strelkovi, which appears to prefer the 0-100-m interval. The
concentrations of each of these species were lower in the
intermediate tows than in shallow tows. Other polycystine
Radiolaria such as Spongopyle osculosa Dreyer (pi. 2, fig. 4),
Spongurus sp. (pi. 1, fig. 7), Spongurus pylomaticus Riedel
(pi. 2, fig. 8), Lithelius minor Jorgensen (pi. 2, fig. 6), Cycla
dophora davisiana Ehrenberg (pi. 2, fig. 3) are also present
in some of the shallow and/or intermediate tows.

Challengeron bicorne (Haecker) (pi. 1, fig. 1) dominates the
phaeodarian assemblage in the shallow and intermediate tows
taken within Antarctic sea ice. At the ice edge, however,
Protocystis harstoni (Murray) (pi. 1, fig. 5) replaces C. bicorne
as the most abundant phaeodarian in shallow and interme
diate water-depth samples. Challengeron swirei (Murray) (pi.
1, fig. 2) was found in all the samples, showing no apparent
preference for a specific water depth either at the ice-edge
station or within the sea-ice field. Euphysetta elegans Bogert
(pi. 1, fig. 4) and Protocystis micropelecus Haecker (pi. 1, fig.
3) were also present in some of the shallow and intermediate
tows but, in all instances, at lower concentrations than C.
bicorne and P. harstoni.

In the one deep-tow sample taken beneath the sea ice (ship
station 22,25) Spongurus pylomaticus and Spongotrochus
glacialis dominate the polycystine radiolarian assemblage.
Spongotrochus glacialis occurs at lower concentrations in the
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deep tow taken at the ice edge, where Spongurus pylomaticus
is the most abundant polycystine radiolarian species.

Of the phaeodarian Radiolaria individually identified in the
deep tows, Protocystis micropelecus is found at higher con
centrations than any other Phaeodaria in the sample taken
within the sea-ice field. The phaeodarian species present in
highest abundances in the deep-tow sample from the ice-
edge station is P. harstoni followed by P. micropelecus.

Since both Spongotrochus glacialis and P. harstoni comprise
major components of the radiolarian population in many of
the shallow- and intermediate-tow samples, a large portion
of these species found in the deep tows represent individuals
that occupied shallower waters while alive and are presently
in transit to the sea floor. The presence of Spongurus pylo
maticus and P. micropelecus at much higher abundances in
the deep-tow samples than those in shallow and intermediate
tows indicates that optimum conditions for these radiolarian
species exist at water depths greater than 200 m. Our results
support those of Petrushevskaya (1967), who in her exami
nation of existing literature noted that although S. pyloma
ticus had not been identified at that time in any Antarctic
plankton-tow samples, it comprised as much as 6% of the
total radiolarian fauna in surface sediments from water depths
between 1000 and 5000 m compared to only trace levels (less
than 0.1%) in sediments from shallow water depths (500-
600 m).

CONCLUSIONS

The polycystine and phaeodarian Radiolaria captured in our
plankton nets show that Radiolaria occur at low abundance
levels through a minimum of the upper 2000 m of the water
column in late winter/early spring ice-covered waters of the
Antarctic. Identification and tabulation of polycystine and
phaeodarian tests from shallow (0-100 m) and intermediate
(100-200 m) tows taken within the Antarctic sea-ice field
indicate that the highest numbers of polycystine Radiolaria
occur in homogenous waters characteristic of the upper 100
m of the water column. Phaeodarian Radiolaria, however,
apparently prefer a slightly deeper habitat, with highest abun
dances recorded in samples collected at water depths between
100 and 200 m.

Highest abundances of polycystine Radiolaria were not en
countered at the ice edge, but in a shallow tow (0-100 m),
which sampled zooplankton in ice-covered waters charac
terized by warmer temperatures and higher salinity, and oxy
gen compared to those of the Weddell Deep Water at the
other stations where Radiolaria were collected.

In the shallow (0-100 m) and intermediate (100-200 m) tows,
the polycystine Radiolaria present in the highest concentra
tions is Spongotrochus glacialis. The dominant polycystine
species in the deep-tow (1000-2000 m) samples were Spon
gurus pylomaticus and Spongotrochus glacialis. Of the
phaeodarian Radiolaria, Challengeron bicorne is the most
commonly found species in shallow (0-100 m) and inter
mediate (100-200 m) tows taken within the sea-ice field,
whereas Protocystis harstoni occurs in higher concentrations
than other Phaeodaria in the three tows (shallow, interme

diate, and deep) taken at the ice edge.
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1 Challengeron bicorne (Haecker)
Ship Station 36,37; 100-200 m tow.

2 Challengeron swirei (Murray)
Ship Station 36,37; 100-200 m tow.

3 Protocystis micropelecus Haecker
Ship Station 36,37; 1000-2000 m tow.

4 Euphysetta elegans Borgert
Ship Station 36,37; 1000-2000 m tow.
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5 Protocystis harstoni (Murray)
Ship Station 36,37; 1000-2000 m tow.

6 Spongotrochus glacialis Popofsky
Ship Station 36,37; 1000-2000 m tow.

7 Spongurus sp.
Ship Station 36,37; 1000-2000 m tow.

PLATE 1
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Antarctissa strelkovi Petrushevskaya
Ship Station 36,37; 100-200 m tow.

Triceraspyrisantarctica (Haeckel)
Ship Station 36,37; 100-200 m tow.

Cycladophora davisiana Ehrenberg
Ship Station 36,37; 1000-2000 m tow.

Spongopyle osculosa Dreyer
Ship Station 36,37; 1000-2000 m tow.
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Lithelius nautiloides Popofsky
Ship Station 36,37; 1000-2000 m tow.

Lithelius minor Jorgensen
Ship Station 36,37; 100-200 m tow.

Antarctissa denticulata (Ehrenberg)
Ship Station 36,37; 100-200 m tow.

Spongurus pylomaticus Riedel
Ship Station 36,37; 1000-2000 m tow.
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The general characteristics and microwave radiative properties of sea ice in the Weddell Sea region
during the onset of spring are studied by using the NIMBUS 7 Scanning Multichannel Microwave
Radiometer (SMMR) and other satellite sensors in conjunction with in situ observations from the
Mikhail Somov. The position of the ice edge, the gradient of ice concentration, and the width of the
Marginal Ice Zone are inferred from the microwave data and are found to be consistent with ship
observations especially at 18 GHz. The sensitivities of the various SMMR frequencies to surface and
other effects are investigated by using multi-spectral cluster analysis. The results show considerable
variability in emissivity. especially at 37 GHz, likely associated with varying degrees of surface wetness.
Ice concentrations are derived by using two methods: one that assumes fixed emissivities for consoli
dated ice and an iterative procedure that accounts for the variable emissivities observed. By using the
procedure that allows the emissivities to be variable gives ice concentrations that are more consistent
with qualitative field observations.

1. Introduction

The strong contrast in the microwave emissivities of water
and ice. and their day-night almost all-weather capability,
make microwave radiometers ideal for monitoring global sea
ice cover. The amount of open water within the ice pack in the
southern ocean has been determined with about a 15% accu

racy by Zwally et al. [1983]. during 1973 1976. using the one
channel NIMBUS 5 Electrically Scanning Microwave Radi
ometer (ESMR). A substantial improvement in the accuracy of
this determination could be made by using the dual polariza
tion Scanning Multichannel Microwave Radiometer (SMMR)
on board the more recent NIMBUS 7 satellite because of its

potential to better account for the spatial and temporal vari
ations in the physical temperatures of the ice and to dis
tinguish different ice types [Gloersen and Barath, 1977]. How
ever, to be able to utilize this sensor to its full capabilities, the
microwave signature of sea ice, which is known to vary with
age, thickness, salinity, structure, and surface characteristics
[Vant et ai, 1974: Ramseier et ai. 1974], must be better un
derstood.

Generally, simultaneous in situ data on sea ice conditions
will enhance the interpretation of satellite imagery especially
in the southern ocean. While some experiments, though limit
ed in scale, have been conducted in the Arctic region, hardly
any experiment dedicated for this purpose has been under
taken in the southern hemisphere. Fortuitously, ice cover ob
servations from the Mikhail Somov, described in Ackley and
Smith [1982], during the October-November 1981 U.S.-USSR
Weddell Polynya Expedition [Gordon and Sarukhanyan,
1982], includes in situ observations that could be used to
initiate some studies and could help unravel some of the diffi-

This paper is not subject to U.S. Copyright. Published in 1984 by
the American Geophysical Union.

Paper number 3C1471.

culties. On board the ship, daily conditions were recorded by
both Soviet and American scientists, including surface temper
atures and atmospheric conditions. The observations were
made over a period of almost a month (mid-October to mid-
November) during a time when the ice cover was undergoing
rapid changes. This is also a period when the physical and
dielectric properties of the ice are subject to change because of
snow cover melt effects, ridging, and infiltration of seawater
into the snow ice interface. These changes in turn affect the
radiative properties of the ice and the microwave emissivities,
which are defined as the ratio of the radiant flux emitted by a
material to that emitted by a blackbody at the same temper
ature. Thus, the spatial and temporal variation in emissivities
are investigated during this period. Furthermore, the overall

character of the ice and the gradient in ice concentration at
the ice edge are inferred from the microwave data and are
compared with observations from the ship. Although this
study mainly describes a comparative analysis, other satellite
data are also employed to be able to extend the study area
and improve the statistics of the data analyzed. Therefore, in
addition to specific observations from on board the ship, a
more general condition of the ice during this period is present
ed.

2. Observations From thf Mikhail Somov and SMMR

Ice characteristics recorded during the expedition, by Soviet
scientists, are summarized in a graphical form, depicting the
position of the ship, ice concentration, ice types, and other
parameters [see Ackley and Smith. 1982]. These records are
compared with independent observations by American scien
tists, and. in general, there is a very good agreement. Some
minor discrepancies have been explained as due to the averag
ing technique used by the ship's party in representing ice con
ditions. Some of these observations are also compared with
weekly maps derived from satellite data and ship reports by
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TABLE 1. First Year Sea Ice Emissivities ai SMMR Frequencies

Frequency. Wavelength, Field of View. c. f;

GHz cm km' Weddell Ice* Arctic FY Ice+

6.6 H 4.55 148 x 95 0.85 + 0.02 0.85

V 0.92 + 0.02 0.93

10.7 H 2.81 91 x 59 0.88 + 0.02 0.88

V 0.94 + 0.02 0.94

18.0 H 1.67 55 x 41 0.86 ± 0.02
V 0.92 + 0.02

21.0 H 1.43 46 x 30 0.90 + 0.04 0.91

V 0.92 ± 0.04 0.95

37.0 H 0.81 27 x 18 0.86 + 0.02 0.90

V 0.91 ± 0.02 0.94

•This study.
iSvendsenei al. [1983].

the Navy-NOAA Joint Ice Center. A discrepancy in the posi
tion of and concentration near the ice edge between the Navy-
NOAA maps and surface observations from the Mikhail
Somov has been cited by Ackley et al. [1982] and will be
evaluated in this paper.

The NIMBUS 7 SMMR was launched in October 1978 and

since that time has been delivering useful brightness temper
ature data. A summary of the basic characteristics of this
sensor is given in Table 1. A detailed description of this instru
ment and potential applications are discussed in Gloersen and
Barath [1977] and Njoku el al. [1980]. Because of power
limitations, the sensor operated on an every other day basis
only. Also, because of delays in the processing of calibrated
SMMR data, only 7 days are available for this study, namely,
October 22 and 24. and November 1, 3. 5. 7, and 13. 1981. The

orbital data for each of these days are projected to a
293 x 293 polar stereographic grid, with each element having
an area of about 30 km by 30 km. Although the resolution
varies with frequency, the data from all the channels are pro
jected to the same grid size for convenience in the comparative
analysis.

3. Discussion of Results

There are four different but interrelated aspects of this
study: (1) sea ice microwave emissivity determinations in the
Weddell sea region during spring, (2) ice edge characteristics
studies including determination of the 15% ice edge and the
width of the marginal ice zone band, (3) surface effects studies
emphasizing wetness using multifrequency analysis, and (4) ice
concentration determination using various combinations of
SMMR channels. A discussion of sources and magnitude of
errors is also included.

Sea Ice Microwave Emissivities

The most immediate application of the ship data is in the
determination of microwave emissivities of ice at SMMR fre
quencies along the ship route. The air temperatures were de
termined on board the ship on a 3-hour interval basis whereas
surface ice snow temperatures were measured on an hourly
basis by using a thermistor thrown from the ship to ice floes
along the path of the ship. The results of the measurements
are shown in Figure 1 and indicate a strong coupling between
the surface and the air measurements. In general, the surface
temperatures are read as slightly higher than the air temper
atures. A few times, surface temperatures are read above the
freezing point by as much as 2 K, an impossibility thermody-
namically for a snow or ice surface. Some self heating of the

thermistor during the reading is the most likely explanation
for these phenomena. Core samples of ice taken along the
route of the expedition [Clarke and Ackley. 1982] indicates
that the ice has a mean salinity of 5%<> and, consequently, is
optically opaque [Gloersen and Larabee, 1981: Vant et al.,
1974]. Therefore, much of the observed microwave radiation
comes from a thin near isothermal layer of ice at the ice snow
interface. Depth dependent measurements that relate surface
temperatures to the ice snow interface temperatures have been
made by R. O. Ramseier (private communications. 1982) for
first year ice at Pond Inlet during the same period. A linear fit
to the Pond Inlet data is used to derive ice snow interface

temperatures from the in situ surface temperatures. At this
time of the year, the adjustment is small (- 3 K), and, there
fore, the error caused by the application of this fit to obtain
the ice snow interface temperature should be also small. The
emissivities. calculated by taking the ratio of the average
brightness temperatures (TB) from SMMR during October 22
and October 24 and the snow ice temperatures derived from
the in situ measurements during the same period are tabulated
in Table 1. The SMMR values are the near maximum of a

distribution of TB from an area 150 km x 150 km centered in
the ship position to maximize the probability of measuring
nearly 100% consolidated ice, within the field of view of the
sensor. These emissivities are also compared with previous
determinations for first-year ice in the Arctic by Siendsen et
ai. [1983]. and the agreement is good to within 3%. The
results are also consistent with emissivities of Arctic first year

ice derived from SMMR and THIR data by Comiso [1983]. It
should be pointed out that the calibration of the SMMR
sensor at 21 GHz has greater uncertainty because of compli
cations associated with the greater sensitivity to atmospheric
effects at this frequency (T. T. Wilheit. private communication.
1983). This could be the reason why the values at 21 GHz are
greater than those at the other frequencies for the horizontal
polarization.

Ice Edge Characteristics

To investigate how well the satellite microwave data repro
duces the ship data in the marginal ice region, the spatial
distribution of radiances along the edge of the ice are gener
ated during the period when the ship first crossed the edge
(October 22. 1981) and also when it was leaving the ice pack

15.0

15.0

Fig. 1.
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Fig. 2. Spatial distributions of brightness temperatures for all
SMMR channels during October 22. 1981. and November 13. 1981.
along 5 E and 2 E. respectively, from the South Pole

(November 13. 1981). Figure 2 shows plots of brightness tem
peratures for all SMMR channels along 5 E and 2 E for the
October 22 and November 13 data, respectively. A schematic
diagram of the cruise track and a summary of the ice cover
observations made by both U.S. and Russian scientists along
the track is shown in Figure 3 [see also Gordon and Huber.
1983]. Although the 5°E trajectory is very close to the Oc
tober ship entry track, at the ice edge the 2 E trajectory is
about 1 off the November exit track because of limitations in

the orbital coverage of the satellite. A foremost consideration
in this study is spatial resolution because in situ observations

from the Mikhail Somov have indicated considerable varia

bility over a few kilometers. The fields of view of each SMMR
channel (given in Table 1) show considerable difference in
resolution from one frequency to another. The plots generally
show consistency in the position of the ice edge at all
channels. The slight shifts in position of the ice edge at the
lower frequencies (i.e., 6.6 and 10.7 GHz) are likely caused by
the coarser resolution at these frequencies. The distribution at
6.6 GHz is further complicated by an antenna pattern prob
lem which causes measurements at the land sea boundaries to

depend on whether the approach to the boundary is from the
land or the sea [Njoku, 1980]. However, the lower frequency
channels can still be very useful, especially at 10.7 GHz, be
cause the contrast of the brightness temperatures between
ocean and ice are strongest in these channels, and surface
effects are minimal. Again, possible calibration problems cited
earlier is likely the reason for the almost equivalent values for
the horizontal and vertical polarizations at 21 GHz (see Fig
ures 2c and 2d).

A visual examination of the various distributions shows that

the 18 GHz channel is best suited for ice edge analysis. Linear

regression fits to each brightness temperature distribution at
the ice edge were also made, and this channel has the highest
slope or the sharpest gradient at the ice edge. Although the
resolution is best at 37 GHz, the higher sensitivity to surface
and atmospheric effects and the poorer contrast between ice
and ocean makes ice edge analysis using this channel subject
to considerable error. The width of the marginal ice zone as
inferred from the graphs indicates monotonic decreases in the
brightness temperatures as the ice edge is approached corre
sponding to physical changes in ice characteristics. The width
of this changing zone (representing the distance for which ice
concentration changes from about 10 to 100%). is about 240
km at 18 GHz and 300 km at 37 GHz. with the corresponding
gradients at the ice edge being 0.42% ice concentration'km
and 0.33% ice concentration km, respectively. Ship observa
tions, part of which are shown in Figure 3, and qualitative
analyses of satellite infrared and visible data show better
agreement with the 18 GHz data. The approximate locations
where ice concentration increased from 10 to 100%, as in

ferred from the 18 GHz SMMR data, are indicated by dash
lines in Figure 3.

On November 13. 1981, the ability to determine the posi
tion of and the gradient at the ice edge has deteriorated in the
37 GHz channels because of surface effects, as will be elabo

rated in the following discussions. At 18 GHz, however, the
edge is still very well defined and can be inferred almost as
accurately as the October image. The gradients in ice con
centration can also be determined by using this channel if the
changes in the emissivity of the ice is accounted for. Again, the
ice edge conditions as observed from the Mikhail Somov, are
approximately consistent with the 18 GHz SMMR data as

— 10*. IC iSMMRI

100% IC ISMMRI

Oci 22

LONGITUDE

Fig. 3. Track of Mikhail Somov and observations of ice con
centration (in tenths) made by USSR and U.S. scientists. Boundaries
of the ice edge during October 22 and November 13, 1981, inferred
from the 18 GHz SMMR brightness temperature data are indicated
by dash lines.
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Fig. 4. Multispeciral cluster analysis using the emissivities at 18
GHz and 37 GHz. vertical polarization, during October 22 and 24
and November 1, 3, 5, and 13. 1981.

shown in Figure 3. The comparison assumes spatial uniform
ity in ice distributions because of the indicated 1 longitude
difference in location between the ship track and the satellite
orbit.

Surface Properties

To study the effects of varying surface properties, cluster
analysis in areas in the vicinity of the ship is applied. This
analysis utilizes two of the SMMR channels and the thermal
channel (11.5 urn) from the Temperature Humidity Infrared
Radiometer (THIR), which is also on board the NIMBUS 7
satellite. The use of this technique to study first year and
multiyear ice in the Arctic region was described elsewhere
[Comiso, 1983]. A similar technique using brightness temper
atures instead of emissivities and on a limited set of data was

also used by Gudmandsen [1980]. Since the salinity profiles of
sea ice samples collected during the expedition [Clarke and
Ackley, 1982] show characteristics similar to that of first year
ice in the Arctic, the ice in the present study will be assumed
to have a similar signature. This assumption has also been
used previously [Zwally el ai, 1983] for Antarctic sea ice.

To investigate changes in the surface characteristics of the
ice, a rectangular area in the polar stereographic map which
includes the whole ship route and some ocean areas is exam
ined. The coordinates of the cornerpoints of this area are
(52.7°S, 13.6 W), (61.5nS, 18.3°W), (52.6°S, 14.0'E), and (61.4S.
18.8 E). The two SMMR channels used are normally two dif
ferent frequencies (e.g., 18 and 37 GHz) of the same polariza
tion, because the penetration depth is frequency dependent.
Such analysis could thus show observable depth dependent
effects in one channel but not in the other. By plotting the
emissivities of points inside the study area for one frequency
versus that of another, the higher frequency channel should be

more sensitive to surface effects than the other channel. Figure
4 shows such plots at the vertical polarization. Plots were also
generated for the horizontal channel, but the results (clus
tering of points) are very similar and do not provide ad
ditional information. To make sure that the effects are not due

to errors caused by possible contamination of clouds in the
THIR field of view, the brightness temperature at one channel
is plotted against that of the other. A comparison of these
plots with the emissivity plots showed no basic difference in
the clustering of points indicating minimal contamination of
the emissivity data by erroneous surface temperatures. Al
though changes in the amount of atmospheric water vapor
could produce similar effects, radiative transfer studies using
the actual atmospheric profile obtained by upper air sound
ings from the Mikhail Somov show that such an effect is mini
mal compared to that caused by changes in the surface
properties of the ice cover.

Basically, Figure 4 also summarizes the ice characteristics in
the study area during the indicated days. Two lines are drawn
in each of the plots and labeled as a 100% ice line and an
ice/ocean fraction line, respectively. It is assumed that surface
or subsurface effects cause different amount of changes in the
emissivity of sea ice for the two different channels. Thus points
along the 100% ice line (drawn arbitrarily) are expected to
include data from fields of view which are likely to represent
100% or near 100% ice. Data along the ice ocean fraction line
(also drawn arbitrarily) represent fields of view which have
partly first year ice with dry snow cover and partly open
water. Data points located between the two lines likely repre
sent mixtures of first year ice with wet snow cover, first year
ice with dry snow cover, and open water. Although the clus
tering of points varied from one plot to another, the positions
of the lines were kept fixed for ready reference in the study of
the variability of the data points. A cluster labeled "ocean"
represents points in the ocean area only as has been confirmed
by plotting the latitude and longitude of these points and
establishing that the locations are outside the ice pack. The
variability of the ocean cluster shows sensitivity to the atmo
spheric water vapor, including wind, and precipitation [Wil-
heit. 1980].

Marked changes from one period to another can be ob
served from the scatter plots. In October 22 (Figure 4), a
considerable amount of surface effects on consolidated ice can

be noted as indicated by the degree of scattering of points
along the 100% ice line, especially on account of the vari
ations in the 37 GHz emissivities. The stronger sensitivity
along the higher frequency channel is an indication that the
scatter of points is caused by surface or near surface effects
because of shorter penetration depth associated with this fre
quency. The scatter of emissivity data points along the 100%
ice line looks a bit more suppressed on October 24 than on
October 22. This phenomenon is likely caused by cooler air
temperatures indicated in Figure 1 which would refreeze the
wet snow covers. It is assumed that the observed temperatures
are representative of the whole study area, an assumption sup
ported by the daily averaged THIR temperatures over the
study area which indicated a similar trend. The scatter is en
hanced again in November 1. following a warming period, and
this effect is basically sustained through November 3 and 5. A
dramatic change, however, occurred on November 13. A few
days of constant warming immediately before this period ap
parently caused a more widespread surface melt and thawing
as is evident from the substantially higher scatter of points off
the 100% ice line. The points are also lower than the 100% ice
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line indicating the presence of leads within the areas repre
sented by these points.

The observable correlation of the presence of surface effects
with increased temperatures in the region indicates that the
effect is likely caused by wetness of the snow cover. Similar
effects on microwave radiation have already been reported in
the literature [e.g., Stiles and Ulaby, 1980: Hofer and Schanda.
1978: Kunzi et ai, 1982] for wet snow over soil. However, it
should be pointed out that the effect depends on the degree of
wetness. When the water content is less than about 5%, an

increase in brightness temperatures has actually been observed
[Comiso, 1983; Zwally and Gloersen, 1977; Chang and Gloer-
sen, 1975]. Further saturation by water, however, causes the
emissivities to drop because of increased contribution from

(a)

(b)

\

water, which has a low emissivity. The amount of scatter seen
in the diagram thus could be used as an indication of the
saturation. However, care should be exercised in the interpre

tation of the clustering in this manner because a combination
of wet surfaces and dry surfaces would also fall along the
100% ice line.

Factual observations from the Mikhail Somov and some

surface measurements show confirmation of the hypothesis of
wetness as a cause for the scatter in the plots. Two photo
graphs taken from the ship during October 22, 1981, and
November 13. 1981. respectively, as shown in Figure 5, indi
cate the transition of the character of the ice cover between

the two periods. In the November 13, 1981. image, an arrow is
drawn to indicate where wetness is observed. Several more

.

• • «H

- . r**K** j^tSSwi
-•>•. — 5&JI K» «*hR

t-*^

Fig. 5. Photographs of a typical ice conditions on {a) October 22. 1981. and [b) November 13. 1981. The arrow points to
an area with wet snow cover.
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Fig. 6. Multispectral cluster analysis using the emissivities at 10.7
GHz and 18.0 GHz. vertical polarization, during October 22 24 and
November 1,3, 5, and 13. 1981.

examples of photographs of the ice conditions during this
period are shown in Ackleyand Smith [1982]. In some places,
other effects such as ridging and infiltration of salt water into
the snow ice interface are observed but are relatively localized
compared to the snow melt condition on November 13.

To understand further the frequency dependence of this sur
face effect, emissivities at 10.7 GHz are also plotted against
those at 18.0 GHz, and results are shown in Figure 6. A
distinctly more compact clustering of points can be readily
observed from these plots, again confirming less dependence
on the surface properties at lower frequencies. There is, how
ever, more divergence of points again on November 13, 1981,
indicating that at this time the wetness has penetrated deep
enough to affect even the 18 GHz data. Since the contrast in
emissivity between ice and water is higher at 10.7 than at 18
GHz, the less scatter of points in the ice cluster along the
lower frequency is also an indication that there is no substan
tial opening of leads or polynyas in regions represented by
data along the 100% ice cluster.

To summarize the results, the distribution of emissivities at

the 100% ice line for the various SMMR vertical channels

during October 22, 1981, and November 13, 1981, are shown
in Figure 7. Contributions from ocean or partly ocean areas
are excluded for each channel by imposing a lower limit on
the emissivities included in the plot, that is based on a linear
functional relationship of the emissivity at this channel with
that at another channel below but parallel to the 100% ice
line. The well-defined peak at 37 GHz on October 22 likely
corresponds to areas with dry snow cover as discussed earlier.
The dramatic change in the emissivity distributions from Oc
tober 22 to November 13 is evident even at 18 GHz, indicat

ing substantially less areas with dry snow cover at the latter
date. It is quite clear that the 6.6 GHz has the least variability

in emissivity for either day. However, in addition to a rela
tively poorer resolution, this channel has an additional prob
lem of antenna pattern effects as discussed earlier. Thus, the
10.7 GHz and 18 GHz channels are likely the best SMMR
channels to use when surface effects are present. The 21 GHz
channel might be of some use, but the high sensitivity of this
channel to atmospheric water vapor requires additional con
siderations. The 37 GHz channel is indeed very sensitive to
surface effects and should be used in combination with other

frequencies for accurate retrieval of ice information during
spring and summer. For comparison, the corresponding distri
butions at the horizontal polarization are shown in Figure 8.
The distribution in these plots are very similar to those at
vertical polarization. However, the ice peaks on October 22
are not as well defined especially at 37 and 18 GHz.

Ice Concentration Determination

It is evident from previous discussions that although the
best spatial resolution can be obtained from the 37 GHz
channels, an error of as much as 20% can be introduced if a
unique emissivity for ice is utilized in the retrieval of ice pa
rameters during the spring (and summer) or across the mar
ginal ice zone. To be able to use the 37 GHz channel in the
retrieval of ice concentration, surface effects should be taken

into account. However, if resolution is not a strong require
ment, the use of other channel especially the 10 GHz and the
18 GHz channels should be considered. An additional advan

tage in the use of these two channels is the almost negligible
effect of atmospheric conditions in the polar region. Assuming
only one type of ice in the region, the radiative transfer equa
tion for each channel, following Gloersen and Barath [1977]
and Comiso and Zwally [1982], is given by

TJ = CJTweJe-< + TAJ + C^e-' + TAI) + Ts 111

where (TM„ ej, Cw, and TAJ and (T„ i;,', C„ and TAI) are
physical temperatures, emissivities at channel /', concentrations
(fractions), and atmospheric contribution of water and ice, re
spectively, t is the atmospheric transmissivity, and Ts is the
contribution from free space which is neglected in this analy
sis. The effect of atmospheric transmissivity and contributions
from upwelling and downwelling radiations from the atmo
sphere were evaluated in a radiative transfer simulation, simi
lar to Wilheit [1980], using actual temperature and humidity
profiles taken during the expedition. The net effect is to in
crease the brightness temperature by about 1 K. and therefore
is neglected. The factor T0' = Twf,J is inferred from the
SMMR data by analyzing the brightness temperatures of
ocean areas near the ice edge. Since CH. = 1 —C,, there are
only two unknowns in equation (1), namely, C, and T,.There
fore, only two SMMR channels are required to obtain ice
concentration, each representing a simplified version of equa
tion (1). Solving for two equations in two unknowns gives the
following relations for temperatures and ice concentrations:

T,=

and

T 'T J — T 'T* '
>B '0 '0 'B

£,W - V) - e.W - V)

C,=
V - 7p

i,'T, ~ 7C

(2)

where i and j represent the two SMMR channels used. Essen
tially, T0J and T0' are used as tie points to minimize possible
offsets in the calibration of the instrument. It is expected that
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the concentration inferred from equation (3) would be identi
cal to that from the other channel, i.e..

Zwally [1982] with the aid of equations (3) or (4). The ice
concentrations derived by using the 18 GHz and the 37 GHz
channels separately for the October 22, 1981, and the Novem
ber 13. 1981, data, are shown in Plates la to la1. The different

gray levels indicate different ice concentrations in steps of
15% as indicated. It is evident that the concentrations inferred

from the two channels are not the same. Near the ice edge, at
about 5 E and 45 W, the ice concentrations from the 37 GHz

on October 22, 1981, show substantially more open water
than that from the 18 GHz. Also, the greater than 90% ice
areas are substantially more extensive in the 18 GHz than in
the 37 GHz images. In November 13, 1981, the difference in
the retrievals for ice concentrations between the 18 and the 37

GHz is even more pronounced as shown in Plates lb and Id.
Near the 0 longitude between 60 S and 65 S, there is an area
which appears to be almost open water in the 37 GHz image
but shows more than 50% ice in the 18 GHz. Even the 18

GHz image gives significantly lower concentration than the
recorded observations of about 80-90% ice concentration (see
Figure 3) of the ice pack during this period. These results
show the limitations during this period of a one channel
sensor in the determination of ice concentration, especially at
37 GHz.

The more logical procedure, which would account for the

C,= v - V
(41

By using 18 and 37 GHz SMMR data, some calculations
using equation (2) yielded abnormal values for sea ice physical
temperatures (e.g., less than 200 K or greater than 280 K),
thereby giving unrealistic ice concentrations when equation (3)
is applied. An analysis of the problem indicated that the un
realistic temperatures are caused mainly by the use of one set
of values for emissivities in equation (2). However, previous
discussions have indicated substantial variability in the emis
sivity. The physical temperatures derived from equation (2) are
only correct if the set of emissivities used correspond to that of
the area from which the set of brightness temperatures are
observed. Otherwise, some errors are introduced depending on
surface characteristics. Thus, this procedure should be used
only when the variabilities of the emissivities are adequately
accounted for.

One way out of this problem is to use physical temperatures
obtained independently, as with the case of the THIR temper
atures, and use the same procedure described in Comiso and

OCTOBER 22. 1981

60

40

20

NOVEMBER 13. 1981

b) 37.0 GHz

^^^JfK>V
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40 1\ •
20 A-
80 i) 6.6 GHz

4

60 |
40 J •

20

F
0 I . \l

€ (VERTICAL POLARIZATION) € (VERTICAL POLARIZATION)

Fig. 7. Histograms of emissivities of 100% or near 100% ice for each SMMR channel at the vertical polarization, using
physical temperatures inferred from THIR.
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Fig. 8. Histograms of emissivities of 100% or near 100% ice for
each SMMR channel at the horizontal polarization using physical
temperatures inferred from THIR.

surface effects in each channel, is to allow the emissivities to
vary along the 100% ice line until the concentration derived
by using equation (3) is consistent with that derived from
equation (4). This procedure has an advantage not only in
accuracy but also in keeping the resolution relatively close to
that of the 37 GHz.

The results of ice concentration determinations are shown

in Plates le and 1/ for both October 22, 1981, and November
13, 1981, obtained by using an iterative method which
searches for the most likely value of emissivities as described
above. The iteration started with the highest set of emissivities,
and step decreases are performed along the 100% ice line
shown in Figure 4 until the concentration from the 18 GHz is
consistent with that from the 37 GHz within a limiting accu
racy of ±2%. If a solution is not possible after this iteration, a
second iteration is conducted with the limiting accuracy re
laxed from 2 to 4%. Further relaxation to 6 and 8% was

implemented after this iteration. Statistically, there was con
vergence in about 85% of the data after the first iteration. The
second, third, and fourth iterations are intended to get the
most of the data analyzed with this procedure. Further relax
ation of the limiting accuracy for those not surviving the
fourth iteration would not be much of an advantage. How
ever, only about 4% of the data did not converge after four
iterations, and the 18 GHz channel data, which has lesser
sensitivity to surface effects than the 37 GHz, were used to
calculate ice concentration for the nonconvergent data points.

It is evident that the results using a combination of the two
channels and allowing the emissivity to vary along a hypo
thetical 100% ice line show less open water within the ice
pack than with either channel alone. Although the difference

with the 18 GHz result is not substantial in the October 22

data, the spatial resolution is an improvement to that with the
18 GHz alone, because the analysis is done in conjunction
with the 37 GHz channel, which has higher resolution. On
November 13. 1981, a big improvement in ice concentration
values corresponding to the ship observations (see Figure 3) is
evident over those obtained from either the 18 or the 37 GHz.

Thus, the procedure apparently accounts for the large varia
bility in the emissivities of consolidated ice shown in Figure 4
on November 13.

The general condition of the ice pack during these two days
can also be studied by using a higher resolution visual range
sensor from a USSR satellite as shown in Figure 9. The
images show substantial change in at least the surface charac
teristics of the ice during the two days. Considerable cloudi
ness in the area on November 13. 1981. makes it difficult to
make a detailed comparison. However, the vicinity of (65"S,
10 W) is cloud free, and the structure of the ice can be studied.
Ice concentration is not easy to infer even qualitatively from
these images as has been discussed in Comiso and Zwally
[1982]. Nevertheless, the general condition of the ice can be
inferred and shows consistency with interpretations of the
SMMR data as previously discussed.

Error Analysis

The evaluation of errors in the measurements of geophysical
quantities with the use of satellite sensors is always compli
cated by various factors that are not easy to quantify. For
example, the SMMR sensor data have gone through extensive
analysis and simulations before the current calibration was
performed, and, yet, the accuracy of the absolute calibration is
presently still not well known. Furthermore, the possibility of
not having purely vertical and horizontal components of po
larization has been suspected, and the direct reflection from
the sun during some time of the year and in some areas has
been observed to affect one of the reference thermistors used

in the calibration [Gloersen et ai, 1980]. Moreover, atmo
spheric effects that are neither spatially uniform nor time inde
pendent could at times be a considerable factor, especially at
37 GHz, even though the humidity in the polar regions is
generally very low.

However, the overall performance of the instrument has
been very good, manifested by the consistency in the measure
ment of the brightness temperatures of similar surfaces (e.g.,
ocean). Typical standard deviations for maps averaged over 3
days in ocean areas is about 2.5 K. As has been demonstrated
in this study, the lack of an absolute calibration is not an
impediment to the ability to extract geophysical parameters
from the data. As for an estimate of the accuracy of the abso
lute calibration, the brightness temperature of ocean areas
near the polar region where the humidity is low has been
compared with results from a theoretical radiative transfer
model, similar to that used by Wilheit [1980], and there was
agreement within a few degrees as has been noted [Comiso,
1983], with the largest deviation occuring at 21 GHz. At this
frequency, in addition to possible problems with calibration as
indicated earlier, the model results are not very reliable be
cause of the existence of a water vapor line at 22 GHz.

The error associated with the use of THIR temperature data
has been evaluated in Comiso [1983]. A direct comparison of
some THIR temperatures with in situ measurements has indi
cated agreement within a few degrees, although the THIR
values tend to be consistently lower when compared with Mik-
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OCTOBER 22,1981

,,(a) 37GHz

NOVEMBER 13,1981
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44%
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36%

32%

28%

24%

20%
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Plate 1. Ice concentrations inferred from SMMR for the October 22, 1981. and November 13. 1981. data using fixed
emissivities Plates la Id and variable emissivities Plates le-lf.
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Fig. 9. Ice conditions from a USSR visual range sensor during (a) October 22, 1981, and (b) November 13, 1981.

hail Somov observations. Moreover, the errors in a study such
as of the spatial variability of emissivities, which is statistical
in nature, should not be affected by an offset in the measure
ment of physical temperature. Also, scatter plots using bright
ness temperatures show good agreement in the clustering of
data points with those using emissivities (Figures 4 and 6) in
which the THIR data are used. This indicates minimal contri

butions of possible abnormal physical temperature values in
ferred from the THIR data, especially in cloud covered re
gions.

The errors in the surface temperatures observed from the
ship are assumed minimal because the thermistors were con
stantly recalibrated. However, observed ice values were at
times greater than 2 K. above freezing indicating that some
times the real surface temperatures were not being measured.
This partly explains why THIR values are generally lower. An
error of about 2 K is therefore assumed as the uncertainty in
the surface temperature measurement. When this error is com
bined with estimated uncertainty in the relative calibration of
the SMMR data of less than 3 K (T. T. Wilheit, private com
munications, 1982) and other effects, the error in emissivity is
calculated and given in Table 1. The larger errors for the
emissivities at 21 GHz are due mainly to the aforementioned
uncertainties in observed brightness temperatures at this fre
quency.

In the ice edge analysis the error in using TB instead of
inferred ice concentration is expected to be small, because,
generally, there is no substantial variability in the physical
temperature in the marginal ice zone. However, in the Novem
ber 13 distribution of TB, even the 18 GHz is subject to errors
because of surface effects pointed out previously.

As for ice concentration, the main source of error is the use

of the THIR temperature data, which is subject to uncer
tainties in heavily cloud-covered regions. However, statistical
analysis of the THIR temperature data shows that this is not
expected to affect more than 10% of the study areas. Also,

there is consistency in the clustering of points in both the
brightness temperature and emissivity scatter plots. Fur
thermore, any offset in the absolute value of the measurement
is subject only to minimal error because the emissivity plots
(Figures 4 and 6) are used as tie points in the analysis. There
is, however, an uncertainty associated with the scatter of data
points of consolidated ice about the 100% ice line. This causes
an error in the determination of ice concentration of about

2-4%. The errors in the in situ observations of ice con

centration in the near-consolidated ice regions are expected to
be very small. In the marginal ice zone, although the percent
age ice cover is relatively harder to infer from a ship, the
observed width of the marginal ice region should have an
error less than the size (- 30 km) of the interpolated satellite
data elements.

4. Conclusions

The microwave sea ice emissivities at the various SMMR

frequencies in the Antarctic region have been evaluated, and
the results are in agreement with previous determinations of
first year ice emissivities in the Arctic region. An analysis of
brightness temperatures near the ice edge shows different sen
sitivities of the various SMMR channels to ice conditions near

the marginal ice zone. It is observed that the 18 GHz data give
the most reliable description of the ice edge conditions during
the spring period because of less sensitivity to surface effects
and higher resolution than the 6.6 and 10.7 GHz channels.

A time-dependent surface characteristics effect, observed
during the expedition from October 22, 1981, to November 13,
1981, is found to coincide with a substantial change in the
distribution of emissivities inferred from the region between
the two periods. On November 13, 1981, the emissivity of
consolidated first year ice is found to have a variability of as
much as 20% at 37 GHz. Using multispectral analysis, it is
demonstrated that an effective way to account for the varia
bility of the emissivities in ice concentration calculations is to
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adjust the emissivities until there is consistency in the ice con
centrations determined from the various SMMR channels.

This study has helped identify some of the problems associ
ated with the passive microwave remote sensing of sea ice in
the southern ocean, especially during a period when a sub
stantial change in the surface characteristics of the ice is ob
served. It also has shown the versatility of a multispectral
sensor like the SMMR and the capability to handle the specif
ic problem identified. Furthermore, it shows the importance of
having surface observations as an aid in the interpretation of
remotely inferred satellite geophysical data.
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Sea Ice Structure and Biological Activity in the Antarctic Marginal Ice Zone

D. B. Clarke and S. F. Ackley

U.S. Army Cold Regions Research and Engineering Laboratory

Ice cores obtained during October-November 1981 from Weddell Sea pack ice were analyzed for
physical, chemical, and biological parameters. Frazil ice, which is associated with dynamic, turbulent
conditions in the water column, predominated (70%). Both floe thickness and salinity indicate ice
which is less than 1 year old. Chemical analyses, particularly with regard to the nutrients, revealed a
complex picture. Phosphate values are scattered relative to the dilution curve. Nitrate and silicate
values are lower than expected from simple scaling with salinity and suggest diatom growth within the
ice. Nitrite values are higher in the ice than in adjacent waters. Frazil ice formation which probably
concentrates algal cells from the water column into ice floes results in higher initial chlorophyll a
concentrations in the ice than in adjacent waters. This mechanical concentration is further enhanced
by subsequent reproduction within the ice. Ice core chlorophyll ranged from 0.09 to 3.8 irtg/m3,
comparable to values previously reported for this area but significantly lower than values for Antarctic
coastal fast ice. The dominance of frazil ice in the Weddell is one of the major differences between this
area and others. Consequently, we believe that ice structural conditions significantly influence the
biological communities in the ice.

Introduction

Sea ice cover in the southern ocean is important for
several physical and biological reasons. At its maximum
extent in September and October, ice covers approximately
20 x 106 km2, while at its minimum in February it covers 3 x
106 km2 [Gordon, 1981]. The difference between these two
extremes, 17 x 106 km2, represents an area larger than the
Antarctic continent itself. In addition, ice cover of 85% or

greater exists over a period of several months, thus effec
tively diminishing heat and gas exchange between the ocean
and the atmosphere. Ice cover also acts as a filter, reducing
the amount of sunlight available for photosynthesis in the
underlying water column.

While the ice cover acts as a physical barrier to some
processes beneath it, the ice itself provides a unique physical
and chemical environment for other biological processes.
The biological community associated with sea ice is, howev
er, not yet fully understood and shows large-scale variability
[Ackley et al., 1979; Garrison and Buck, 1984; Sullivan and
Palmisano, 1981; Buynitsky, 1977; Hoshiai, 1977]. This vari
ability may depend on local ice growth conditions and the
thermodynamic and dynamic history of the ice cover.

In this paper we present results obtained on the 1981
Weddell Polynya Expedition [Gordon and Sarukhanyan,
1982] on sea ice properties. We then infer relationships
between ice structure and biological properties and compare
these results to studies on sea ice from other regions of the
Antarctic.

Sampling of ice floes during the joint U.S.-U.S.S.R.
Weddell Polynya Expedition (WEPOLEX) was carried out
in the pack ice of the Weddell Sea between 59°21' and
62°00'S latitude and 0°-5°E longitude between October 22
and November 13. 1981 (Figure 1). Samples taken with a
CRREL 7.6-cm ice coring auger totaled 27 cores obtained at
11 sampling stations. Each core was analyzed at nominal 10-
cm intervals for the following parameters: salinity, ice
structure, nutrients (phosphate, silicate, nitrate, and nitrite).

This paper is not subject to U.S. copyright. Published in 1984 by
the American Geophysical Union.

Paper number 3C1764.

in vivo fluorescence, chlorophyll a, phaeopigment, and
diatom species enumeration. Studies of bacteria and oxygen
isotopes were also made on a limited data set. Figure 2
shows the flow diagram followed in sampling the ice cores
while on board ship. Analyses were performed going from
left to right in the figure, allowing those that destroyed the
sample to be performed last. Physical analysis of ice type
and structure was done by using a thin section of the ice and
observing its optical behavior between crossed polarizers.
Samples were then melted and immediately analyzed for
nutrients by using a Technicon Autoanalyzer (following the
methods of Gordon et al. [1976]). Meltwater salinity was
obtained with a Beckman salinometer, and in vivo fluores

cence and chlorophyll a were determined by using a Turner
Designs model 10 fluorometer. Chlorophyll a samples were
filtered through Gelman type A/E filters, and the filters were
frozen until analysis within several days of collection. Dia
tom enumeration was done, by using a Zeiss inverted light
microscope, and species identifications were made by using
a Hitachi S-500 Scanning Electron Microscope (SEM). Wa
ter column samples were obtained by Gordon and Huber
[1984] using a CTD Rosette.

Results

Physical Properties

Ice cores were taken from the end of October to mid-

November, which corresponds to the austral late winter-
early spring, as indicated by freezing conditions in the early
portion of the cruise and surface melting in the later por
tions. Pack ice is initially observed (by satellite) in this
region during mid-June. We estimate from previous observa
tions of ice drift velocities [Ackley, 1981] and modeling
studies [Hibler and Ackley, 1983] that the ice in this region at
the time of sampling was probably not formed before the
previous June.

Table 1 shows the primary physical properties of the ice
cores. The lengths of the cores varied between 32 and 162 cm
with an average value of around 75 cm [Clarke and Ackley,
1982]. Snow cover ranged from 10 to 30 cm, the average
being 20 cm. We attempted to sample level portions of ice
floes away from ridges and other deformational features, but
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and the relationship of the study area to Antarctica.

we were limited to sampling relatively localized areas in the
region where the ship could abut a suitable ice floe. These
average thicknesses are in accordance with previous esti
mates of Antarctic sea ice in the ice edge region where
thicknesses of less than 1 m are believed to be typical [Hibler
and Ackley, 1983]. Average salinities (Table 1) were similar

to values previously found in the Arctic and Antarctic for
end-of-winter conditions [Gow et al. 1982; Ackley et al.,
1979; Weeks and Ackley, 1982]. Higher salinity values,
exceeding 4%e, were found in the top layers of the ice cores,
indicating no significant brine drainage had yet occurred
(Figure 3). Salinities lower than 4%0 were usually associated
with high temperatures and spring-summer conditions [Gow
et al., 1982]. Both the average salinities and the salinity
profiles therefore indicate end-of-winter conditions for the
ice pack at the time of sampling.

Structurally, the ice was divided into three categories:
congelation ice, frazil ice, and snow ice. Weeks and Ackley
[1982] describe in detail the formation processes for these
types of ice. In brief, frazil ice is associated with dynamic,
turbulent conditions in the water column where small (~1
mm) ice crystals form, usually at high growth rates (>1
cm/hour). These crystals are advected downstream by wind-
induced circulation in the water column and pile up into,
substantial thicknesses of ice in short time periods. Bauer
and Martin [1983] indicate that ice thicknesses exceeding 50
cm can form from these frazil ice accumulations in periods
on the order of a few hours. In contrast, congelation ice is
composed of larger, columnar-grained crystals (~1 cm)
resulting from the slow removal of heat from the water under
an existing ice sheet. After a few centimeters of ice form, the
low thermal conductivity of the ice limits the heat transfer
and prevents growth rates greater than ~ 1 mm/hour, a rate
which continues to decrease as the ice thickens. Congelation
ice therefore forms more slowly and requires periods on the
order of several weeks to achieve the thicknesses observed

here. We found, as shown in Table 1, that the ice cores

usually consisted of frazil ice, averaging 70% of the thick
ness, indicating that dynamic effects (the wind-induced
circulation in leads and polynyas) and relatively rapid
growth accounted for most of the ice formation process.
These results were in general agreement with a previous
structural survey in the perennial ice cover in the western
Weddell Sea (along 40°W longitude) [Ackley et al., 1980;
Gow et al., 1982] where the floes were found on the average
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cm core sample. Fractions (e.g., 1/10) or quantities (e.g., 170 ml) refer to portions of solid core or meltwater used in the
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TABLE 1. Positions and Averaged Data for Ice Cores

Chlorophyll a (mg/m3)

Core Average Maximum

Num- Date. Thickness Concen Concen Frazil,

ber 1981 Position 7", m Salinity, %c tration tration %

1-22/0 Oct. 22 59°2I.5'S

5°I3.2'E

0.60 5.0 + 1.3 0.58 0.78 100

2-22/0 Oct. 22 59°2I.5'S

5°13.2'E

1.17 6.5 + 2.2 0.72 1.32 1(H)

3-24/0 Oct. 24 59°53.7'S

3°24.9'E

0.60 5.3 * 2.4 1.19 1.19 too

4-24/0 Oct. 24 59°53.7'S

3°24.9'E

0.57 4.5 ' 1.0 1.19 1.19 100

5-26/0 Oct. 26 61°10.7'S
3°03.9'E

1.52 4.8 t 1.2 1.27 2.85 82

6-26/0 Oct. 26 61°10.7'S

3°03.9'E

1.62 4.7 s 1.3 0.66 0.97 85

7-29/0 Oct. 29 62°00.2'S
2°25.9'E

0.32 10.7 — 3.3 1.42 1.42 50

8-29/0 Oct. 29 62°00.2'S

2°25.9'E

0.60 6.6 • 3.3 0.15 0.15 78

9-1/N Nov. 1 62°11.2'S

2°53.8'E

0.81 6.2 • 2.8 1.00 1.95 71

10-1/N Nov. 1 62°11.2'S

2°53.8'E

0.67 4.7 • 1.2 1.12 1.62 ?

11-1/N Nov. 1 62°11.2'S

2°53.8'E

0.64 4.2 — 11 2.52 3.84 87

12-4/N Nov. 4 62°12.4'S

1°03.5'E

0.69 4.1* + 1.4 0.35 0.45 55

13-4/N Nov. 4 62°12.4'S
1°03.5'E

0.68 6.4 + 2.4 0.63 1.28 60

14-4/N Nov. 4 62°12.4'S

1°03.5'E

0.68 4.1 • 0.7 0.20 0.35 41

16-8/N Nov. 8 60°57.7'S

0°43.5'E

0.68 4.(1 ± 0.9 0.33 0.46 24

17-8/N Nov. 8 60°57.7'S

0°43.5'E

0.68 4.9 ♦ 2.2 0.16 0.24 34

20-10/N Nov. 10 60°39.7'S

0°37.1'E

0.78 5.3 * 0.76 1.90 3.41 81

22-10/N Nov. 10 60°17.0'S

0°15.3'E

0.54 5.1 * 1.7 0.24 0.24 100

24-ll/N Nov. 11 60°05.I'S

0° .2'E

0.69 4.9 ' 2 0.28 0.35 57

26-13/N Nov. 13 59°09.i'E

0°45.6'E

0.54 4.9 • 1.3 0.43 0.43 15
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to be composed of about 50% frazil ice. The higher wind
regime and consequent increase in ice dynamics at the ice
edge region could possibly account for the proportionately
higher frazil ice percentages observed in the present study.
Snow ice is formed when seawater floods the snow cover on

a floe and subsequently freezes. This type of ice, while not
as prevalent in this region as the other ice types, has some
interesting biological properties which we discuss later.

The apparent rapid growth process of the majority of the
ice cover is important for the distribution and structure of
the biological and chemical regimes of the pack ice. One
effect of rapid ice growth is the manner in which algal cells
are incorporated into the ice cover. Ackley [1982] and
Garrison et al. [1984] hypothesize that frazil ice can incorpo
rate cells by two mechanical effects, either by nucleation of a
frazil ice crystal or by scavenging (incidental incorporation)
of cells as a frazil crystal floats up through the water column.
The result is that frazil formation can initially concentrate
algal material at higher levels in the ice than in the water
column. In contrast, congelation ice formation may reject
algal cells in the initial growth period much as salt is rejected
during ice growth. However, the bottom ice layer in congela
tion ice, for example, the fast ice at McMurdo Sound,

provides a unique growth habitat in the late season for
certain species of well-adapted algae. Sullivan and Palmis-
ano [1981, 1982] and Palmisano and Sullivan [1982] have
detailed the structure of these communities. The results we

show here, because of the dominance of frazil ice, provide
some contrast to previous work as to how the composition
and density of the community may relate to ice structure.

Chemical Properties

Twenty of the ice cores have been analyzed for nutrients
(silicate, Si04; phosphate, P04;« nitrate, N03; and nitrite,
N02). (See, for example, Figure 3.) Comparison of the ice
samples with surface water samples taken with the CTD
rosette show that salinity and nutrient concentrations are
higher in the surface waters and are reduced in the ice
samples with one notable exception which we discuss below.
In retrospect, we realize that ammonia (NH3) measurements
would have been extremely useful in understanding the
nitrogen cycle. Unfortunately, laboratory conditions on the
ship presented difficulties in obtaining these measurements,
and at the time we did not realize the importance these

measurements might have.
Figures 4-7 compare the nutrient values to the salinities of
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Fig. 3. A typical core profile (17-8/N) showing salinity, fluores
cence, nutrients (silicate, phosphate, nitrate, and nitrite), and struc
ture versus depth. In the structural cartoon, circles indicate frazil ice
structure, and vertical lines show congelation or columnar ice
structure.

the ice cores along with curves based on expected values
from surface water diluted to the salinity of the ice samples.
While the data generally show a large degree of scatter from
any linear trend, some features are evident. Figure 4 shows
the phosphate values, which are scattered but are of similar
magnitude to the dilution curve. Garrison and Buck [1984]
found that phosphate in their ice cores approximated the
dilution curve. Also plotted on Figure 5 along with the
silicate values is the least squares line that best fits the data.
With regard to the dilution curve, all of the silicate values fall
below it indicating that silicate is depleted in the ice cores
relative to surface waters. Garrison and Buck [1984] found
that while silicate in young thin ice followed the dilution
curve, it was generally found in lower concentrations in
older ice cores.

The plots of nitrate (Figure 6) and nitrite (Figure 7) also
show that neither of these nutrients scales directly with
salinity. The nitrate plot shows that nearly all of the data
points fall significantly below the dilution curve, while the
nitrite plot shows the opposite, with all of the data points
above the dilution curve. In fact, nitrite concentrations are

the exception mentioned earlier showing higher values in the
ice than in the surface waters.

Linear correlations between depth, salinity, fluorescence,
phosphate, silicate, nitrate, nitrite, chlorophyll a. and phaeo-
pigments were computed. The results, as a correlation
coefficient matrix, are shown in Table 2. When we examine

both ice types together (frazil and congelation), the only
significant correlation is between silicate and salinity. The
correlation coefficient of 0.78 gives an F value in analysis of
variance of 81, which with the 50 degrees of freedom is
significant at the 1% level [Panofsky and Brier, 1965]. We
have previously noted this linear relationship when examin
ing silicate and salinity in Figure 5.

In summary, there are three points that can be made with
regard to the nutrients in our ice cores:

1. With the exception of silicate, there is poor correla
tion between the nutrients and salinity.

2. Silicate and nitrate concentrations are generally de
pleted relative to the dilution curve (nearly all values fall
below the lines).

3. Nitrite values are enriched relative to the dilution

curve (all values are above the line) and actually exceed
surface water values.

Biological Properties

Chlorophyll a concentrations in the surface layers of the
ice cores ranged from 0.13 to 1.42 mg/m3. Samples for
chlorophyll a analysis were not taken at discrete depth
intervals but rather were integrated over several depths.
Chlorophyll a concentrations ranged from 0.09 to 3.8 mg/m3
in the cores; generally higher values are found deeper in the
ice than in the ice surface layers. No definite trend was
found between chlorophyll a concentration and ice thick
ness. There was considerable variation in values from cores

taken in close proximity to each other. Chlorophyll a con
centrations were significantly higher in the ice cores (~1
mg/m3) than in the adjacent surface waters (<0.1 mg/m3).

No significant relationship was found between chlorophyll
a and any other parameter when all ice samples were
grouped. However, if the ice samples were segregated into
frazil and congelation ice, some parameters were apparently
correlated. For the frazil ice, the correlation coefficient
matrix is shown in Table 3. While the relationship between
silicate and salinity still exists (0.69), the correlation has
decreased slightly. However, we now see some correlation
between chlorophyll a and depth (0.62), between phaeopig-
ment and depth (0.74) and between chlorophyll a and
phaeopigment (0.63) (Table 3). All these high values exceed
the F test for significance at the \% level with 30 degrees of
freedom. Since most of the surface samples are of frazil ice,
this finding reflects what we mentioned earlier, that the
surface samples are relatively lower in chlorophyll a than
samples at depth. However, the weakness of the correlation
implies that there is no continuing increase with depth but
only a relative increase compared to surface ice layer values.

A similar correlation coefficient matrix was calculated for

the congelation samples comprising a smaller number of data
points which, unlike the frazil ice samples, are not randomly
distributed over depth. We found low correlation, but feel
this has little significance due to the paucity of data points.
However, we have inferred from the observed correlation
that the frazil ice at depth has slightly higher amounts of
chlorophyll a than the frazil ice in the surface layers.
Because this correlation breaks down when all ice samples
are included, we also infer that frazil ice at depth has higher
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Fig. 4. Phosphate values plotted against salinity for all samples.
The dilution curve shows the expected values if the decrease of
phosphate is related solely to the reduced salinities in the ice (2.5-
3.7%c) from values found in adjacent surface waters (34%c).
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chlorophyll a than congelation ice at depth. This inference is
confirmed by averaging the chlorophyll a values by ice type
which gives 0.46mg/m3 for surface frazil ice, 1.36 mg/m3 for
frazil ice at depth, and 0.38 mg/m3 for congelation ice at
depth.

Salinities in the ice cores range from 2.4 to 13.7%<- with the
average salinity for each core listed in Table 1. In general,
surface salinities, those within the upper 15 cm, are highest
in any individual ice core.

Samples analyzed from two ice cores and a chunk of ice
obtained at the same station illustrate the variability in
physical and biological properties. A yellow-brown ice
chunk (10-N/K), found near a ridge, is composed of snow ice
(seawater-infiltrated snow). Its chlorophyll a concentration
is 43.2 mg/m3. One of the ice cores, 22-10/N (Figure 8), is
entirely frazil ice and its chlorophyll a concentration is 0.23
mg/m3. The second core taken at this location, 23-10/N
(Figure 9), while almost the same length as the first, never
theless has 16 cm of congelation ice at the bottom overlain
by frazil ice. Since chlorophyll was not measured in the
second core, we can only compare the diatom concentra
tions present in both cores. Significant differences exist in
the total full cell concentration between these two cores (3.4

x 105 cells/1 in 22-10/N and 9.0 x 106 cells/1 in 23-10/N).
Owing to the visible coloration of 10-N/K, as well as its high
chlorophyll concentration, we assume that it has a signifi
cantly greater cell concentration than either of the ice cores.
The diatom species composition varies among these three

samples. The diatom assemblage in the ice chunk is nearly
monospecific (85% Tropidoneis species), whereas several
species are codominant in the ice cores, their relative
abundances changing with depth.

The cell count information for these cores was also

compared with that from ice obtained in the western Weddell
Sea during a different season. Figure 10 shows the salinity
and structural profile for a core (51-G-4) obtained during
February 1980 (at the end of the summer season). These two
cores (23-10/N and 51-G-4) have dissimilar physical struc
ture, varying in thickness (50 cm versus 191 cm length),
composition (depth and position offrazil and congelation ice
sequences), and salinity profiles. In biological content (Fig
ures 11 and 12), they are somewhat similar in that the highest
concentration of diatoms (greater by an order of magnitude)
is seen near the bottom in both cores. These values reach 2.5

x 106cells/1 in core 23-10/N and 1.8 x 108 cells/1 in core 51-
G-4 (also highly colored). At the surface there are only 2.1 x
105 cells/1 in core 23-10/N, while at the surface of 51-G-4 the
number of full cells/liter is even lower (6.2 x I04 cells/1).

The difference in diatom concentration between these two

cores is 2 orders of magnitude. This may in part be explained
by the longer history (1 year or older) of 51-G-4 which
survived the summer melt and was not sampled until the end
of summer. The nutrient data of Garrison and Buck [1984]
suggests that continuing diatom growth may have occurred
during the spring-summer season since silicate is depleted
relative to the dilution curve, thus accounting for the higher
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Depth
Salinity
Fluorescence

Phosphate
Silicate
Nitrite

Nitrate

Chlorophyll a
Phaeopigments
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Depth Salinity

1.0 -0.31

1.0

TABLE 2. Correlation Coefficient Matrix

Fluores

cence

0.23

0.20

1.0

Phosphate Silicate Nitrite Nitrate

Chlorophyll
a

0.19 -0.17 0.09 0.37 0.33

0.18 0.78 0.16 0.06 -0.06

0.16 0.25 -0.06 0.06 0.35

1.0 0.22 0.07 0.25 0.11

1.0 0.16 0.21 -0.06

1.0 0.27

1.0

0

0.02

1.0

Phaeo-

pigments

0.07

0.38

0.29

0.02

0.44

0.03

0.25

0.27

1.0

Data averaged at depth interval corresponding to chlorophyll a and phaeopigment values.

biomass in this core. However, it appears that conditions at
depth in both ice cores are generally more favorable than in
the surface layer for diatom viability, irrespective of ice
type, age, or season.

Discussion

Physical, Chemical, and Biological Interactions

While the physical properties of the ice cores are often
similar, the chemical and biological properties show greater
disparities. In this section we will examine the variability of
the ice in regard to how it is formed, its subsequent history,
and how this affects the biological regime. Half of the ice
cores taken at the same sampling station are nearly identical
in length, ice type, and structure (i.e., layering of frazil and
congelation ice). In the other half, however, the sequence of
frazil and congelation ice is different, and the total length
may vary by 20-30 cm. Even cores taken close to each other
with similar physical structure may have differences in their
chemical and biological properties. There is no discernible
pattern to the salinity and nutrient concentrations in the
cores as indicated by the weak correlations of these compo
nents with each other and with the physical properties. This
variability is also seen in the chlorophyll a and phaeopigment
values for the cores. A threefold difference in chlorophyll a
concentration may exist between two cores from the same
station with similar length and structure.

We believe that this variability in chlorophyll a, phaeopig
ments, and nutrient concentrations is caused by the forma
tion conditions and subsequent history of ice floes. Frazil ice
can form relatively quickly. In high wind and low tempera
ture conditions, a 50- to 60-cm floe may form within a matter
of several hours to a day or two. As it forms, it is incorporat
ing the chemical and biological components of the water
column from which it is derived. The rate of formation

governs both how much brine is initially incorporated into
the ice and how much biological material it will contain.
Another factor that will influence the type and amount of
biological material initially incorporated is the possible pres
ence of a diatom bloom at the time of formation. Diatom

blooms reported in the literature are noted for their patchi-
ness [El-Sayed, 1971], and therefore ice floes formed within
several kilometers of each other can have considerable

differences in biological concentration and species composi
tion. Ice formed later in the season in open leads or small
polynyas will be formed from an entirely different water
column and can be physically different from older ice. The
"floe" that we sample is therefore an aggregate of several
formation processes occurring at different times, over differ
ent water columns, and at different rates. Once a floe has

formed, it is also subject to continuing change (e.g., tem
perature fluctuations within the ice, brine migration, and
possibly deformation). Light penetration, a critical factor in
regulating diatom growth, is drastically affected by the
amount of snow cover on the floes [Bunt and Lee, 1970;
Sullivan and Palmisano, 1981; Grainger, 1977] which varies
with the age of each component of the floe.

All of these factors then must be taken into account when

comparing cores from the same floe, as well as from different
sampling locations. Much of the pack ice in the Antarctic is
seasonal, a year old or less. In the Weddell Sea, off the
Antarctic Peninsula, we also find multi-year floes. Multi-
year floes have survived seasonal melting and refreezing and
have considerably different physical, chemical, and biologi
cal features than 1-year floes. In turn, the seasonal ice differs
from thin ice [Ackley et al., 1979; Garrison and Buck, 1984].
D. L. Garrison (personal communication, 1983), however,
finds evidence that after a certain amount of time drifting ice
may reach an equilibrium state so that all the ice below the

Depth
Salinity
Fluorescence

Phosphate
Silicate

Nitrite

Nitrate

Chlorophyll a
Phaeopigments

TABLE 3. Structure-Frazil Ice Correlation Coefficient Matrix

Depth Salinity
Fluores

cence Phosphate Silicate Nitrite Nitrate

Chlorophyll Phaeo

pigments

1.0 0.26 0.40 0.28 -0.10 0.18 0.24 0.62 0.74

1.0 0.06 0.28 0.69 0.21 0.08 -0.16 -0.08

1.0 0.14 0.06 -0.11 -0.05 0.55 0.54

1.0 0.27 0.04 0.36 0.08 0.31

1.0 0.17 0.09 -0.16 0

1.0 0.38

1.0

0

0.16

1.0

0.11

0.40

0.63

1.0

Data averaged at depth interval corresponding to chlorophyll a and phaeopigment values.
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Fig. 8. Core profile of 22-10/N showing salinity, fluorescence,
nutrients (silicate, phosphate, nitrate, nitrite), and structure versus
depth.

2-m depth will have similar community characteristics. This
equilibrium state is probably reached only by the end of a
summer season.

The differences in physical properties of the frazil and
congelation ice may affect the biological community. The
mechanical incorporation of cells into frazil ice would initial
ly create higher concentrations in frazil than in congelation
ice. Subsequent growth in the ice might change these initial
concentrations if one ice type provided a more suitable
environment than the other. We found lower concentrations

of biological material in congelation ice than in frazil ice at
the same depths during the late winter-early spring. Howev
er, these differences in concentration are smaller than those

between snow-ice and ice cores and between cores of similar

structure from different locations (Table 1). We found that
the maximum peak of full diatom cells per liter occurred
near, but not at, the bottom in both frazil and congelation ice
and penetrated as far as 50 cm up into the core. This
distribution differs from that of the bottom, under-ice com
munities described by Bunt [1963], Hoshiai [1977], and
Sullivan and Palmisano [1981]. The under-ice community
described by these authors has its chlorophyll a maximum at
the bottom and never extends farther than 20 cm up into the
core. (The ice type found at these other sites is predominant
ly congelation ice.) We believe that the biological communi
ty in congelation ice may be considerably enhanced by
passive water exchange in the lower ice levels thus allowing
nutrients to be continually cycled from the underlying water
or flushed down from the upper ice layers. The continuing
water exchange in congelation ice may replenish nutrients
and therefore not limit the biological growth.

Core 23-10/N

Long. 0*13" E
Lot. 60#I7"S

Fig. 9. Core profile of 23-10/N showing salinity and structure
versus depth.
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Fig. 10. Core profile of 51-G-4 showing salinity and structure
versus depth.

Another observation [Weeks and Ackley, 1982] that indi
cates the favorable environment of congelation ice for bio
logical activity is the presence of macroscopic (centimeter
size) brine channels in end of summer congelation ice,
features not present in frazil ice. Water exchange between
the upper and lower layers of the ice during brine expulsion
in spring is therefore inhibited in frazil ice and relatively
enhanced in congelation ice. There is also a significant
difference between the chlorophyll a concentrations in the
Weddell Sea and those from McMurdo Sound and Syowa
Station (Table 4). In the present study as well as those of
Ackley et al. [1979] and Garrison and Buck [1984], the peak
values of chlorophyll a in Weddell Sea samples, ranged from
3.8 to 26.8 mg/m3 while the range from the studies of Bunt
[1963], Hoshiai [1977], and Sullivan and Palmisano [1981]
was from 248 to 2100 mg/m3. In our snow-ice samples (ice
chunks) the highest chlorophyll a concentration was 43.2
mg/m3. while Meguro [1962] and Burkholder and Mandelli
[1965] reported 407-670 mg/m3 for this ice type in other
locations. Therefore, differences in formation conditions

influencing ice structure (snow ice, frazil ice, congelation
ice) and growth history apparently can affect biological
development. There may also be widespread regional differ
ences as evidenced by the values we obtained compared to
those of other studies of similar ice types.

Conclusions

There is a predominance (70%) of frazil ice in the section
of the Weddell Sea ice we examined which indicates dynam
ic activity and leads to mechanical incorporation of biologi
cal material. Nutrient and salinity concentrations are gener
ally lower than in adjacent surface water. Garrison and Buck
[1984] found silicate depletion at the end of the summer and
inferred that this depletion was the result of diatom growth.
Our silicate data concurs with theirs and substantiates this

inference. In addition, low nitrate concentration also indi-

3x10*

Fig. 11. Core profile of 23-10/N showing number of empty and full
diatom cells per liter versus depth.
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TABLE 4. Chlorophyll a Concentrations by Ice Type and Region

Maximum

Concentration of Pre

Chlorophyll a dominant

(mg/m3) Ice Type Location

This study 3.8 frazil Weddell, pack ice
Ackley et al. [1979] 4.54 frazil Weddell, pack ice
Garrison and Buck 27.7 frazil Weddell. pack ice
Meguro [1962] 670.0 snow ice Syowa Station
Burkholder and Mandelli (1965) 407.2 snow ice Palmer Peninsula

Bun/[1963] 248.0 congelation McMurdo, fast ice

Hoshiai [1977] 1000.0 congelation Syowa Station, fast ice
Sullivan and Palmisano [1981] 2100.0 congelation McMurdo. fast ice

cates diatom utilization. Enhanced nitrite values are possibly
the result of ammonia being nitrified by bacteria. Sullivan
and Palmisano [1981] reported concentrations of up to 6 x
109cells/1 of live bacteria in sea ice from McMurdo. Marra et
al. [1982] who examined samples from our Weddell Sea
cores found concentrations of 109 cells/1 bacteria. This
inference is at best circumstantial without accompanying
ammonia measurements, but it is supported by the active,
thriving microbial communities found in both our samples
and those from McMurdo. Phosphate values do not appear
to reflect diatom growth, but we believe this may be the
result of cell lysis during the preparation for nutrient analy
sis. Chlorophyll a concentrations are significantly higher in
the ice than in the surrounding waters. Within the drifting
pack ice, small differences in biological concentrations are
found between frazil and congelation ice. Site-to-site vari
ability (in both time and space) and the rate of ice formation
may, however, override these small-scale structural controls
when both ice types are present.

Chlorophyll a values, measured in drifting ice both at the
beginning of the spring (our study) and the end of summer
[Garrison and Buck, 1984], are lower by 2 orders of magni
tude relative to the concentrations in McMurdo fast ice

(congelation ice) from this same time period reported by
Sullivan and Palmisano [1981]. This contrast suggests that
frazil ice structure may actually inhibit the development of
the large-scale bloom that occurs at the bottom of the
McMurdo congelation ice. Although diatoms were present
throughout the length of our cores, the numbers of cells are
one to four orders of magnitude higher near (but not at) the
bottom than near the surface of the ice. In the congelation
ice cores the differences between the surface and the bottom
layers were even more marked [Sullivan and Palmisano.

1981]. While our knowledge of the processes involved is
limited and several factors may contribute to diatom blooms,
we believe that near-bottom and bottom ice productivity is
partially controlled by ice structure. Concurrent with in
creased light levels, passive nutrient exchange may be
necessary to support massive ice blooms. This exchange
would be enhanced by the columnar structure and brine
channels in congelation ice. Since Weddell Sea ice is pre
dominantly frazil, this mechanism does not exist to facilitate
such blooms and therefore productivity would be lower. The
high productivity reported at McMurdo Sound and Syowa
Station occurs in somewhat protected near-shore environ
ments, which account for only 1%of the Antarctic ice cover,
and therefore the values reported here from the drifting pack
of the Weddell Sea may be more representative of general
conditions. More detailed seasonal field studies and labora

tory work are necessary to further define the differences or
similarities between the different ice types and their biologi
cal constituents.
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Among the programs undertaken during the U.S.-U.S.S.R.
Weddell Polynya expedition (wepolex-81) (Gordon, Antarctic
Journal, this issue) was observation of iceas the ship was under
way. These observations culminated in a daily map of icecondi
tions and a narrative observation log (Ackley and Smith 1982).

A section of the map prepared by the Soviet scientists who
participated in the program is shown in figure 1. The ship's track
as it left the ice is represented by the solid arrow line moving
north and northwest. Locations of ice sampling stations taken
along this line are given in Clarke and Ackley (Antarctic Journal,
this issue).

The narrative log included information about ice con
centration, ridging, amounts of thin ice and open water, and
unusual ice features. As indicated in figure 1 and confirmed by
the log, a transition in ice characteristics occurred between
60°20' and 58°20'S latitude. In the southernmost regions the
pack was characterized by fields of ice ("breccia") consisting
mostly of medium-size floes (100-500 meters in diameter) and
larger floes. Farther north, nearer the ice edge, the floes became
smaller (20 meters or less in diameter) and surprisingly uni
form. These northern observations coincided with observations

of noticeable wave and swell penetration into the ice. Wave
action apparently caused the breakup of the ice into smaller
pieces. North of the area shown, ice of small floe size continued
to be observed in lesser concentrations (6 tenths or less) for
approximatey an additional 70 nautical miles.

The photographs in figure 2, taken at 0648 on 12 November
and 0610 on 13 November, show the contrast in floe sizes be

tween these two times. These characteristics also were observed

on the inbound track at similar distances from the outer pack ice
edge (first ice sighting).

•Present address: U.S. Army Cold Regions Research and Engineering
Laboratory, Hanover, New Hampshire 03755.
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Figure 2. Photographs of sea ice conditions on 12 and 13 November
1981.

On the basis of these observations, we divide the pack ice
zone into three relatively distinct regions:

• Ice edge region (within 0 to 60 nautical miles of the northern limit
of pack ice). This area is characterized by uniformly small
floes (less than 30 meters in diameter), iceof less than 10
tenths concentration, and continuous wave propagation.
Frontal structurein the oceanmightalsobeassociated with
these ice properties, butthese ice changes should be close
ly correlated with conductivity-temperative-depth (CTD)
and expendable bathythermograph (xbt) observations to
determine the extent of this relationship. Increases in bio
logical activity (birds, mammals, zooplankton, and phy
toplankton) also were apparent inthis region. Ship naviga
tion was unimpeded, and itwas easy to maintain speedsin
excess of 5 knots.

• Ice edge-pack ice transition zone (within 60 to 160 nautical miles
of the outer limit of pack ice). The boundary between the ice
edge region and the transition zone is not well defined. We
traversed regions of continuous small floes (9 to 10 tenths

concentration) coinciding with noticeable swell propaga
tion. As the swell became severely attenuated and discon
tinuous in the southern regions, the floesizes ranged from
about 30 meters in diameter at the outer edge into a jumble
of very large and some smaller floes. Similar features were
apparent on the inbound track. We traversed nearly 100

nautical miles of pack (160 to 60 nautical miles from the
outer ice edge) from our first observations ofswell motion
in the ice until we encountered the "iceedge region."Ship
navigation in this transition region was fairly easy, with
only occasional difficulty encountered incrossing some of
the larger floes. Figure 1 essentially brackets this region.

• Deep pack (at distances greater than 160 nautical miles from the
outer limit). This region had ice concentrations usually in
excess of 9 tenths (most commonly 10 tenths con
centration). Narrow, parallel leads oriented according to
theprevailing stress were theonly open-water areas. Floes
usually exceeded several kilometers indiameter. Ship navi
gation was exceedingly difficult, except where broad leads
happened tocoincide with theship's course. These condi
tions were encountered between 150and 180 nautical miles
from the first (or last)icesightingon both the inbound and
outbound legs (south of the track shown in figure 1).

In most satellite microwave images, the ice edge-pack ice
transition zone (60-160 nautical miles) appears as an area of
lesser concentration. Our observations did not confirm this. We

usually found ice concentrations of 9 to 10 tenths. We believe
that this discrepancy arises from a change in the microwave
signal; this change is caused by the infiltration of seawater into
the snow/ice interface as a result of wave action breaking the
floes and water surging into this porous layer. This process
changes the surface emission characteristics of the ice at micro
wave frequencies. A comparison of the images received on
board with our observations indicates that the Soviet mete
orological satellites ("Meteor"), which use visibleand infrared
imagers, depicted the ice concentration in this region more
accurately (that is, obtained higher values). Future work will
include using our 300 photographs of iceconditions and the ice
observation log (Ackley and Smith 1982) to correlate observed
ice concentrations with those obtained from U.S. satellite

mapping.
Also unexpected was our observation that noticeable swell

propagation occurred at great distances from the outer pack
limit. On both the inbound and outbound legs, we measured
swell amplitudes of 0.25 meter or greater at distances greater
than 120 nautical miles from the outer limit. This limit pre
viously was thought to be about 60 nautical miles (100 kilome
ters) for the highly concentrated ice observed here (Wadhams
1980). A feature contributing to the deep pack propagation of
swell in this region is the long wavelength (greater than 200
meters) and high amplitude (5-7 meters) of swell incident on
the ice edge, characteristic of the long-fetch, high-wind regime
of the southern ocean.

A complete report covering the entire cruise period and in
cluding interpretations of the ice map, the narrative log, sea
level photographs, and satellitephotographs is available from
the authors.

Wewish to thank Captain F. A. Pesyakovand the crew of the
Somov for their support, and EdgarAndreas, IvanChuguy, and
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To investigate the physical, chemical, and biological regimes
of drifting ice, an ice floe sampling program was carried out
from theMikhail Somov during the U.S.-U.S.S.R. WeddellPolynya
expedition (WEPOLEX-81) (Gordon, Antarctic Journal, this issue).
Sea ice algae is often an important constituent of the pack ice
(Ackley, Buck, and Taguchi 1979; Buck and Garrison 1982;
Buinitsky 1977; Garrison and Buck 1982; Hoshiai 1977; Sullivan
and Palmisano1982). At present, the ecologyof the icealgae and
its contribution to the overall productivity are poorly under
stood because the data set is limited. Forexample, the icesam
ples that we obtained comprise the first winter data set from

'Present address: U.S. Army Cold Regions Research and Engineering
Laboratory, Hanover, New Hampshire 03755.

antarctic drifting ice. We attempted to perform the most inte
grated data analysis possible because of the unique nature of
these samples.

A total of 27 ice cores and 13surface ice samples were taken at
11 sampling stations located between 59°21'S and 62°00'S (see
Gordon, Antarctic Journal, this issue, for ice station locations).
The ice cores were obtained using a Cold Regions Research and
Engineering Laboratory ice auger as well as a Soviet coring
device. The cores were analyzed for the following physical,
chemical, and biological parameters: (1) ice structure, (2) sali
nity, (3) nutrients (silicate, phosphate, nitrite, and nitrate), (4)
fluorescence, (5) chlorophyll a, (6) phaeo-pigment, (7) diatom
species enumeration, and (8) bacteria. Figure 1 shows how the
cores were subdivided to provide samples for each analysis.

Twenty of the cores have been analyzed so far—either on
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Positions and averaged data for Ice cores

Average Percentage
Core Thickness Average salinity chlorophyll a of frazil

number Date Position (meters) (%o) (mg/m3)' ice

1-22 0 22 Oct 81 59°21.5S

5°13.2'E .60 5.0 ± 1.3 .58 100

2-22/0 22 Oct 81 59°21.5'S

5°13.2E 1.17 6.5 4 2.2 .72 100

3-24/0 24 Oct 81 59°53.7'S

3°24.9'E .60 5.3 ± 2.4 1.19

4-24/0 24 Oct 81 59°53.7'S

3°24.9E .57 4.5 i 1.0 100

5-260 26 Oct 81 61°10.7'S

3°03.9E 1.52 1.27 82

6-260 26 Oct 81 61°10.7'S

3°03.9'E o2 4.7 4 1.3 .66 85

7-290 29 Oct 81 6? n; _ i

2 25.9 E .32 10.7 ± 3.3 1.42 50

8-29 0 29 Oct 81 6200.2S

2°25.9E .60 6.6 ± 3 .15 78

9-1 N 1 Nov 81 62°11.2'S

2°53.8E .81 6.2 ± 2.8 1.00 71

10-1/N 1 Nov 81 62°11.2S

2°53.8'E .67 4.7 4 1.2 1.12 ?

11-1/N 1 Nov 81 62°11.2'S

2°53.8'E .64 4.2 4 1.1 2.52 87

12-4/N 4 Nov 81 62°12.4'S

1°03.5'E .69 4.9 4 1.4 .35 55

13-4/N 4 Nov 81 62°12.4-S

1°03.5'E .68 6.4 * 2.4 .63 60

14-4'N 4 Nov 81 62°12.4'S

1°03.5'E .68 4.1 4 0.71 .20 41

16-8 N 8 Nov 81 60°57.7'S

0°43.5'E .68 4.0 * 0.9 .33 24

17-8'N 8 Nov 81 60°57.7'S

0°43.5'E .68 4.9 ± 2.2 .16 34

20-10'N 10 Nov 81 60°39.7'S

0°37.1'E .78 5.3 ± 0.76 1.90 81

22-1 ON 10 Nov 81 60°17.0'S

0°15.3E 54 5.1 ± 1.7 .24 100

24-11/N 11 Nov 81 60°05.1'S

0°14.2'E 69 4.9 4 2 .28 57

26-13'N 13 Nov 81 59°09.1'S

0°45.6'E .54 4.9 i 1.3 .43 15

* mg'm3 = milligrams per cubic meter.

board ship or in the shore labs (see table). The cores measured
between 29 and 159centimeters, with an average length of 75
centimeters. The primary physical feature is the dominance (70
percent) of frazil ice structure as opposed to congelation ice.
This substantiates previous work in the western Weddell Sea,
which also indicated that frazil ice structure is more predomi
nant in the Antarctic than in the Arctic (Ackley et al. 1980). The
dominance of frazil ice structure indicates the importance of
dynamic activity—winds, ice deformation, and ocean con
vection—in the formation of the ice cover.

Thesalinityrange in the coresis2.4 to 13.7%o, with the higher
salinities usually within the upper 15 centimeters (figure 2)
(page 109). Chemical analysis of the nutrients in the ice cores

indicates that they do not follow a dilution curve. Standard
seawater ratios—for example, between phosphate and nitrate
and between nitrate and nitrite—are not conserved within the

ice with regard to the nutrients. A comparison of the ice core
surface samples with samples from the adjacent surface waters,
which were obtained from conductivity-temperature-depth
rosette samples (Gordon and Huber, Antarctic Journal, this vol
ume), shows several interesting differences. Silicate, phos
phate, and nitrate are found in higher concentrations in the
adjacent surface water than in the ice cores. Nitrite levels,
however, showed the opposite trend: they are two to five times
higher in the surface layer (0-20 centimeters) of the ice cores
than in the adjacent surface water.
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Figure 2. A typical core profile (core 9-1 n) showing salinity (solid
line), fluorescence (dashed line), nutrients (in micromolars; SiO«,
silicate; NO* nitrite; NO,, nitrate; PO«, phosphate), and structure
versus depth. In upper profile, arrows indicate which scale should
be used. In the structural cartoon, circles indicate frazil ice structure
and vertical lines show congelation or columnar ice structure.

Chlorophyll a, a measure of the viable biological material,
followed a pattern similar to that of nitrite. Chlorophyll a oc
curred in higher concentrations (1.415 milligrams per cubic
meter), both in the surface layer of the ice cores and throughout
the core, than in the adjacent surface water (0.1 milligram per
cubic meter). The values of phaeo-pigment (degradation prod
ucts of chlorophyll) in the cores range from 0.04 to 4.02 milli
grams per cubic meter but do not appear to follow any pattern
within the cores.

Figure 2 shows that, as was previously found (Ackley et al.
1979), there is a general trend for meltwater fluorescence, which
is correlated with total biological material, to scale with salinity
within individual cores. Comparing the salinity and fluores
cence values for all cores combined, however, these two param
eters do not seem to scale when different cores are grouped.

Marra, Burckle, and Ducklow (Antarctic Journal, this issue)
have shown that diatoms are present at all sample levels in the
ice cores, but in varying concentration and condition. Most of
the valves in the surface layers are whole, whereas those in the
middle and lower portions of the cores are fragmented. This
indicates that active growth is occurring in the surface layers.
Further confirmation of this comes from K. R. Buck (personal
communication), who has identified isogametes from two pen-
nate species in cores 22-10/N, 24-11/N, and 26-13/N. The presence
of these isogametes, which are formed as part of the sexual
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cycle, substantiates our belief that the diatoms are reproducing
in the surface layers of ice cores.

With the remaining seven cores we will be able to sample for
each parameter at 10-centimeter intervals, rather than integrate
several levels as we did for chlorophyll a and diatom species in
the shipboard analysis. In addition to this refinement in sam
pling technique, we anticipate using a multivariate analysis of
all the parameters rather than a simple comparison of two
parameters.

We wish to thank Captain F. A. Pesyakov and the crew of the
Mikhail Somov for their support, as well as our colleagues Edgar
Andreas, David Boardman, Kurt Buck, loe Jennings, David
Woodroffe, and Alexander Samoshkin for their technical assis
tance. We also acknowledge the support of the other members
of the Soviet science and meteorological support group, E. I.
Sarukhanyan, chief scientist. This research was supported by
National Science Foundation grants DPP 80-06922 (to the U.S.
Army Cold Regions Research and Engineering Laboratory) and
DPP 80-08011 (to Lamont-Doherty Geological Observatory).
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Elemental compositions and
concentrations of microspherules in
snow and pack ice from the Weddell
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Engineering Laboratory
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Microspherules in snow and ice-fog crystals have been stud
ied by electron microscopy. Microspherules, which are col
lected by snow through nucleation and scavenging processes in
the atmosphere, are of terrestrialand extraterrestrial originand
were either precipitated with snow or by dry fall-out. Thev were
generally found,in percent of the snow crystals sampled at
various remote areas in the Northern Hemisphere, but they
were not found during an examination of 93 snow crystals
sampled at the South Pole (Kumai 1976). King and Wagstaff
(1980), however, observed andesitic microspherules and iron
microspherules in firn from the South Pole in the laver estimat
ed to have been deposited in 1833. The elemental compositions
ofmicrospherules in snow crystalsfrom Antarctica havenot yet
been reported.

This paper presents the results of an investigation of micro
spherules found is snow and pack ice from the Weddell Sea,
Antarctica, collected during the U.S.-U.S.S.R. WeddellPolynya
Expedition, 1981 (Gordon 1982; Clarke and Ackley 1982) by
Ackley and Clarke. Elemental composition, size, and con
centration of microspherules were determined using a scanning
electron microscope (SEM) and energy dispersive x-ravanalysis
(EDXA). In this report, we show typical textures of micro
spherules and compare these with those found in snow and ice-
fog crystals sampled from the Northern Hemisphere.

Temperatures in the Weddell Sea ranged from +2 to - 14CC,
and the pack ice was covered with a layer of snow 10-30 cen
timeters in depth during October-November 1981. Snow sam
ples from the pack-ice surface and an ice core sampled using a
7.6 centimeter diameter ice coring auger were collected in the
Weddell Sea, (60°17'S 0°15'E); see Gordon 1982 for other sam
pling locations.

ForSEM examination of microspherules, a snow sampleand a
snow-ice sample (10-N/K; Clarke and Ackley 1982) of 20 grams
each were obtained from the surfaceof the pack ice. A sea-ice
core (with the snowcover removed) 54 centimeters in length
(core 22-10/N; Clarke and Ackley 1982) was also prepared for
SEM examination to compare with the snow and snow-ice sam
ples. The sampleswere melted and filtered through a polycar-

Reprinted with permission.
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bonate membrane filter having a pore diameter of 1.0 microme
ter. They were then rinsed with distilled water to remove any
salt. Microspherules remained on the filters, and were coated
with gold-palladium (60:40) vapor toa thicknessof about 100 A
in a vacuum chamber and were subsequently examined under
the SEM. The limit of detection forelemental analysis wasdeter
mined using standard clay minerals and was found to be 0.1
percent for sodium and potassium and 0.01 percent for iron.
Elementalcomposition ofmicrospherules were measured using
the EDXA by area or spot analysisat an accelerating voltage of20
kilovolts.

In this study, 23 microspherules were found in the snow-
sample from the Weddell Sea and 6 from the snow-ice sample.
The massofa snow crystalranges from 10" to 10 -4 grams, and
the mean mass is3.8 x 10"5 grams in snowfallsat temperatures
from -4 to -10°C (Kumai and Higuchi 1952). From this esti
mate the number of snow crystals in the 20 gram snow sample
from the Weddell Sea is calculated at about 5.3 x 10s crystals.
The concentration of microspherules in the snow samples from
the Weddell Sea are therefore calculated to be approximately
10"3 percent. In the Northern Hemisphere, the concentration of
microspherules in snow crystals ranged from 1 to 2 percent
(table 1). Thus, the concentration of microspherules in the snow
sample from the Weddell Sea is three orders of magnitude
smaller than that of the Northern Hemisphere. This indicates
that the concentration of microspherules in the atomsphere of
the Southern Hemisphere may be three orders of magnitude
less than that of the Northern Hemisphere. On the other hand,
three microspherules were found in 20 grams of ice core from
the Weddell Sea. Thus the concentration of microspherules in
the ice core was half the value for the snow-ice sample and
approximately Vs that of the snow sample. This indicates that the
concentration of microspherules in the samples was increased
with the number of snow crystals in the samples.

Elemental compositions of the nine microspherules found in
the snow ice and pack-ice samples were examined by SEM and
EDXA, and the results are shown in table 2. There were two iron,
two titanium, and five silicon rich microspherules, and their



Table 1. Concentrations of microspherules found In snow and Ice-fog crystals from various locations

Year Location

Snow Crystals
1956 Mt. Tokachi, Hokkaido

1959 Houghton. Michigan
1960 Site 2, Greenland

1976 South Pole

Total

Ice-fog crystals
1962-1963 Fairbanks. Alaska

1964 Eielson, Alaska

Total

Snow crystals
1981 Weddell Sea

Snow ice"

1981 Weddell Sea

Pack ice

1981 Weddell Sea

Ratio of microspherules to
snow crystals

Percent of

microspherule

2 out of 202 1

5 out of 271 18

7 out of 356 20

0 out of 93 0

14 out of 922 1.5

4 out of 542 07

5 out of 116 4.3

9 out of 658 1.3

23 out of 20 gramsa ~10"3

6 out of 20 grams -10 3

3 out of 20 grams ~io-4

' We estimate 5.3 x 10s

" This sample was taken

snow crystals in 20 grams of "typical" snow.

from snow infiltrated with sea water and then frozen.

Observer

Kumai

Kumai

Kumai

Kumai

Kumai

Kumai

Kumai

Kumai

This paper

This paper

This paper

Table 2. Energy dispersive X-ray analysis (percentage of weight) of microspherules found In snow-Ice and pack-Ice samples from the
Weddell Sea

Element 1799

(snow

ice)

1899

(pack
ice)

1665

(snow

ice)

Microspherule Specimen Number

1896

(pack
ice)

1851

(snow

ice)

1819

(snow

ice)

1865

(snow
ice)

1693

(snow

ice)

1888

(pack
ice)

Sodium 1.0 1.0 2.1 4.7 b 10.8 1.3 1.1 1.0

Magnesium 20 1.0 8.3 5.2 0.9 15.9 —
2.9 4.0

Aluminum 4.0 3.1 10.4 10.8 22.6 15.9 32.9 27.0 32.5

Silicon 50 7.3 236 10.8 69.6 57.5 50.6 46.0 40.0

Phosphorus — — — — — — — — —

Sulfur — — — — — — — — —

Chloride 5.0 — — 8.4 — — — — 4.0

Potassium — — — 4.7 6.9 —
6.9 8.6 7.5

Calcium 3.0 — — 4.7 — — 1.9 4.0 —

Titanium - — 55.5 37.6 — —
1.9 2.9 —

Chromium — — — — — — — — —

Manganese — — — — — —
1.9 — —

Iron 80.0 83.3 — 6.1 — —
3.2 4.6 7.0

Cobalt — — — — — — — — —

Nickel — — — — — — — — —

Copper — 4.2 — 7.0 — — — 2.9 4.0

Lead — — — — — — —- — ^~

Total 100.0 99.9 99.9 100.0 100.0 100.1 100.0 100.0 100.0

Diameter* 4.9 12.4 8.4 9.2 12.3 7.4 7.4 2.4 8.5

• In micrometers.

b Dashes denote "zero"
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Figure 1. Iron-rich microspherule (a); the elemental analysis by
energy dispersing X-ray(b) indicates that the microspherule Is pos
sibly a product of atmospheric ablation of a sporadic meteoroid. The
specimen is coated with gold and palladium.

diameters ranged from 2.4 to 12.4 micrometers. The iron micro
spherules were 80 and 83 percent iron with minor elements
such as silicon, chlorine, aluminum, calcium, magnesium, and
sodium comprising less than 7percent, as shown in figure 1and
table 2. These iron-rich microspherules were different in ele
mental composition, morphology, and size range from those
formed by solidification of iron spattered during a welding
operation (McCrone, Brown, and Stewart 1980) and also from
fly ash from coal burning electric power plants (Kumai 1977).

i Au T 51

Pd

Sil

Al M/-iL J"tj'flLw i
Mc ..llln 1 KQjj

T !

Fe Cu Au

a^.A,. ,L*X
( • MKCU XI l«.t4K€V>

Figure 2. Titanium-rich microspherule (a) and the elemental analy
sis by energy dispersing X-ray(b) indicates that the microspherule is
possibly a fly ash. The specimen is coated with gold and palladium.

However, these iron-rich microspherules from the Weddell Sea
(figure 1)are quite similar in crystalline structure, morphology,
and size range to those found in the ice core from the South Pole
by King and Waggstaff (1980) which are considered to be of
extraterrestrial origin. According to King and Wagstaff these
microspherules are possibly a product of ablation in the at
mosphere of a sporadic meteoroid.

The two titanium-rich microspherules were 37 and 55 percent
titanium with minor elements such as silicon, aluminum, mag-
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Figure 3. Silicon rich microspherule (a), and the elemental analysis
by energy dispersing X-ray(b) indicates that the microspherule is
possibly fly ash. The specimen is coated with gold and palladium.
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nesium, chloride, potassium, calcium, iron, and copper. Many
submicron particles were observed on the surface of the micro
spherules (figure 2). The titanium-rich microspherules (figure
2) are quite similar in elemental compositions, morphology, and
size range to microspherules found in fly ash from electric
power plants using coal (Kumai 1977).

Four silicon-rich microspherules were 40 to 70 percent silicon
with minor elements of aluminum, magnesium, sodium, po
tassium, calcium, titanium, chlorine, iron, manganese, and
copper. The microspherules were 2 to 12 micrometers in diame
ter, and many submicron particles were found on the surface
(figure 3). These silicon-rich microspherules (figure 3) are more
similar in morphology, elemental composition, and size range
to microspherules in fly ash from coal burning electric power
plants than those from volcanic ash.

In this investigation, only a few microspherules were found
in approximately 100,000 snow crystals formed in the at
mosphere over the Weddell Sea in comparison to one in about
100 snow crystals from various remote areas in the Northern
Hemisphere. This indicates that the concentration of micro-
sherules in the Antarctic may be three orders of magnitude
smaller than the concentration found in the Northern Hemi

sphere (table 1 and Kumai 1976). Silicon- and titanium-rich
microspherules from the Weddell Sea were similar to those
found in fly ash of terrestrial origin. The iron rich micro
spherules from the Weddell Sea were tentatively identified to be
of extraterrestrial origin.

This research was supported by National Science Foundation
grant DPP 80-06922 and Department of the Army Project
4A161102AT2401/A'106.
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Relative abundance of diatoms in
Weddell Sea pack ice

D. B. Clarke and S. F. Ackley

U.S. Army Cold Regions Research and Engineering Laboratory
Hanover, New Hampshire 03755

In previous studies of algal communities in antarctic sea ice, it
has been^hown that pennate diatoms are generally numerically
dominant to centric forms (Burkholder and Mandelli 1965;
Fukushima and Meguro 1966; Richardson and Whitaker 1979).
Ackley, Buck, and Taguchi (1979), Bunt and Wood (1963), and
Watanabe (1982) are the only authors to have found centric
species "in abundance" in sea ice.These comprised fivegenera
and six species and were found in both frazil (fine-grained,
equiaxial) and congelation (coarse grained, columnar) ice.

Among the pennates, five genera and fourteen species have
been reported in abundance in both ice types.

We sampled sea ice in the Weddell Sea during the October
-November 1981 joint U.S.-U.S.S.R. (wepolex) Expedition
(Gordon and Sarukhanyan 1982). (See Antarctic Journal, 17 (5)
1982, Weddell Polynya expedition chapter, for cruise report of
the expedition). We recovered both icecores [drilledwith a 7.6-
centimeter U.S. Army Cold Regions Research and Engineering
Laboratory (CRREL) ice coring auger] and chunks of snow ice

Ice sample depth, location, ice type, and percentage of each abundant species

Core Depth interval Percentage

number (in centimeters) Latitude Longitude Abundant species of total Ice type

3-24/0 55-63 59°53.7'S 3°24.9'E Nitzschia prolongatoides* 89 Frazil

4-24/0 33-49 59°53.7' 3°24.9' Nitzschia prolongatoides* 85 Frazil

9-1/N 17-36 62°11.20' 2°53.8' Nitzschia subcurvata

Nitzschia turgiduloides*
Nitzschia prolongatoides*

39

24

14

Frazil

14-4/N 44-58 62°12.4' 1°03.5' Nitzschia prolongatoides*
Nitzschia cylindrus*
Chaetoceros dichaeta*"

35

28

10

Congelation

17-8/N 23-53 60c57.7' 0°43.5' Nitzschia prolongatoides*
Nitzschia closterium

54

31

Congelation

22-10/N 0-54 60°17.0' 0°15.3' Nitzschia closterium

Tropidoneis glacialis*

52

28

Frazil

23-10/N 0-59 60°17.0' 0°15.3' Tropidoneis glacialis*
Nitzschia cylindrus*
Nitzschia prolongatoides*
Nitzschia closterium

24

21

21

18

Frazil/

congelation

24-11/N 32-69 60°05.1' 0°14.2' Nitzschia cylindrus*
Navicula species*
Nitzschia closterium

36

15

10

Frazil/

congelation

26-13/N 0-54 59°09.1' 0°45.6' Nitzschia closterium

Navicula species*

48

12

Frazil/

congelation

Ice chunk

10-N/K 60°17.0' 0°15.3' Tropidoneis glacialis* 94 Snow ice

• Not previously reported as being abundant.

b Centric form, all other species listed are pennate forms.

Reprinted with permission.
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floating in the water cleared by the ship or at the bases of ridges.
These samples were taken between 59°09.1' and 62°12.4'S lati
tude and 0°14.2 and 3°24.9'E longitude. Diatoms from several
cores (table) were examined under a scanning electron micro
scope (SEM) and an inverted light microscope to determine the
species composition and relative abundances (see Clarke and
Ackley in preparationforadditional informationon ecology and
relationships to sea-ice structure). Diatoms were found
throughout the length of the cores, the average length being75
centimeters (Ackley, Clarke, and Smith 1982) while snow cover
on the coresranged from10to 30centimeterswith an average of
20 centimeters (Clarke and Ackley in preparation).

As in previous studies, wefound that the pennate forms were
dominant. The centric to pennate ratioranged from l-to-6 to 1-
to-34 with an average of l-to-16. Chaetoceros dichaeta Ehrenberg
was the only centric species which was "abundant" (we have
defined "abundant" as greater than 10 percent of the sample
composition) in our samples, and it has not previously been
reported asabundant. Ofthe pennate species thatwefound in
abundance, three have been found in abundance by other au
thors. These are Nitzschia closterium (Ehrenberg) W. Smith and
Nitzschia cylindrus (Grunow) Hasle found byAckley et al. (1979)
and Nitzschia subcurvata Hasle found by Buck and Garrison (in

01797 20KU 50U

Scanning electron microscope photo of ice chunk 10-N/K showing
typical assemblage: Chaetoceros dichaeta, Nltzachla closterium,
Nltzachla curta, Rhlzoaolenla alata, and Tropidoneis glacialis. (Bar-
line represents 5 micrometers.)

preparation). In our samples, we also found Nitzschia pro
longatoides Hasle, Nitzschia turgiduloides Hasle, Tropidoneis
glacialis Heiden, and an unidentified Navicula species to be
numerically significant. The table lists the dominant species in
each sample and their relative abundances. As indicated by the
footnote in the table, five of these species have not previously
been found in abundance in antarctic sea ice.

The figure, an SEM micrograph from ice chunk 10-N/K, shows
a typical assemblage dominated by a single pennate, T. glacialis.
The other pennates present are N. closterium and Nitzschia curta
(Van Heurck) Hasle. The centrics are Ch. dichaeta and Rhi-
zosolenia alata Brightwell.

There are several possible reasons for the variable species
compositions in these samples. Tostart with, the incorporation
mechanisms which exist in frazil and congelation ice are dif
ferent. Frazil ice formation tends to concentrate algal cells
through scavenging and/or nucleation (Ackley 1982;Garrison,
Ackley, and Buck in preparation), while congelation ice forma
tion tends to reject material. As the ice forms over a period of
several hours to several weeks, the water mass below it—and
hence its biological components—may change slightly. Lastly,
when the light intensity increases in the spring, the diatoms
generally begin to reproduce within the ice. The total cell vol
ume and the species composition then is in part dependent on
the amount of snow cover overlying the ice floe since it limits
light penetration. For these samples, representing an end-of-
winter population, it appears that ice-formation processes and
water-column composition have the greatest impact on diatom
composition and abundance in sea ice. This is described more
completely in Clarke and Ackley (in preparation).

We wish to thank Motoi Kumai for the excellent SEM

micrographs which aided our species identifications. Wewould
also like to thank our American and Soviet colleagues and the
crew of the NES Mikhail Somov. This research was supported by
the National Science Foundation grant DPP 80-06922.
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Atmospheric Boundary-Layer Modification, Drag Coefficient, and Surface Heat
Flux in the Antarctic Marginal Ice Zone

Edgar L. Andreas, Walter B. Tucker III, and Stephen F. Ackley

U.S. Army Cold Regions Research and Engineering Laboratory

During a traverse of the Antarctic marginal ice zone (MIZ) near the Greenwich Meridian in October
1981, we launched a series of radiosondes along a 150-km track starting at the ice edge. Since the wind
was from the north, off the ocean, these radiosonde profiles showed profound modification of the
atmospheric boundary layer (ABL) as the increasing surface roughness decelerated the flow. The primary
manifestation of this modification was a lifting of the inversion layer with increasing distance from the ice
edge by the induced vertical velocity. But there was also a cooling of the stably stratified mixed layer
below the inversion and a consequent flux of sensible heat to the surface that averaged over 200 W/m2.
The magnitude of this flux suggests that atmospheric heat transport plays a significant role in the
destruction of ice in the Antarctic MIZ. Using the rising of the inversion and ABL similarity theory, we
estimated the change in the neutral stability drag coefficient, C„, across the MIZ. CD increased from its
open ocean value, 1.2 x 10 3, at the ice edge to 4.0 x 10"3 at 80 90% ice concentration. We present an
equation for this dependence of drag on ice concentration that should be useful for modeling the surface
stress in marginal ice zones.

1. Introduction

The juxtaposition of ice and water in polar seas can have
dramatic effects on the atmospheric boundary layer (ABL).
Since Vowinckel and Taylor [1965] and Badgley [1966] first
predicted the magnitude of the turbulent heat flux from open
water to the atmosphere in winter, the emphasis has been
primarily on convectively driven boundary-layer modification.
Miyake [1965] and Andreas et al. [1979] studied the growth
of the internal boundary layer that develops when very cold
air blows over the relatively warm water in Arctic leads. Orvig
[1974] discussed the feedback between the turbulent heat
fluxes and ABL modification over large polynyas. Streten
[1975] and Walter [1980] both looked at the roll clouds that
can develop when cold air blows off the ice of the Bering Sea
and out onto the open ocean. And Salo et al. [1980] studied
mixed-layer growth and the surface heat flux for the same
Bering Sea wind regime using radiosondes launched from a
ship steaming downwind from the ice edge.

The ABL can also respond to a change in surface rough
ness, however. Although marked changes in roughness may
not be as obvious over the polar seas as they are over land or
at coastlines [Panofsky and Petersen, 1972; Beljaars, 1982],
the ice edge, especially, can present a significant roughness
change. The drag coefficient—which is a measure of the sur
face roughness—is very similar for the ocean [Large and
Pond, 1981] and for smooth sea ice [Banke et ai, 1980]. But
based on measurements by Smith et al. [1970] in the Gulf of
St. Lawrence, by Macklin [1983] and Pease et al. [1983] in
the Bering Sea, and by Banke et al. [1976, 1980] in the Beau
fort Sea and in Robeson Channel, and on theoretical work by
Arya [1975], a picture is emerging of how strongly the drag
coefficient depends on surface topography. In the marginal ice
zone (MIZ) [Wadhams, 1981], where the ice is broken and
dispersed by wave activity, the drag coefficient is likely larger
than anywhere else over the ocean, since the surface is essen
tially a continuous field of step functions: ice to water, then

This paper is not subject to U.S. copyright. Published in 1984 by
the American Geophysical Union.
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jack up to ice. The drag coefficient here may thus be as much
as 3 times larger than over the ocean; this corresponds to a 2
order of magnitude difference in the roughness length, z0. An
atmospheric flow crossing the ice edge consequently en
counters a change not only in surface temperature but also in
surface roughness. The roughness change alone is large
enough to cause modifications in the ABL [Taylor, 1969; Pe
terson, 1969; Panofsky and Petersen, 1972; Vager and Nade
zhina, 1975].

In October 1981 during the U.S.-U.S.S.R. Weddell Polynya
Expedition [Gordon and Sarukhanyan, 1982] we traversed the
Antarctic MIZ on the Soviet icebreaker Mikhail Somov. The

wind was from the northwest, had been steady in direction for
the 12 hours before we encountered the ice edge, and re
mained steady during the measurements we report here
(Figure 1). We launched a radiosonde at the ice edge and four
others over a 150-km track as the Mikhail Somov steamed

southeast. These soundings (Figure 2) and our shipboard
meteorological data provide the first comprehensive look at
how the surface roughness and temperature change in the
MIZ can affect the ABL during on-ice winds.

With the on-ice winds, the atmospheric flow felt an increase
in surface roughness at the ice edge and consequently slowed
[e.g., Taylor, 1969; Vager and Nadezhina, 1975]. By virtue of
two-dimensional continuity.

dU/dx + dW/cz = 0 (1)

where U is the mean horizontal wind velocity and so defines
the x axis, W is the mean vertical velocity, and z is positive
upward, there must thus have been a positive vertical velocity
over the ice. In other words, the entire ABL should have risen

downwind from the roughness change. This lifting is obvious
in Figure 2, where the potential temperature profiles above the
inversion remain virtually unchanged in form from sounding
to sounding but rise with distance downwind from the ice
edge. We have used this rising of the ABL to estimate the
change in drag coefficient across the MIZ and thus found that
for 80% ice cover the drag coefficient was 4.0 x 10 \ more
than 3 times its value over the ocean and twice its value over

close, rough sea ice.
We have also estimated the surface sensible heat flux in the
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19 Oct '81 I

58*-

6 E

Fig. 1. The cruise track. The flags show observations of the surface wind vector, which were made every 3 hours as
indicated; long barbs represent 5 m/s, short ones represent 2 m/s. The open circles show locations of the upper-air
soundings with the time noted.

MIZ. basically by computing the change in integrated heat
content between our soundings. This heat flux is toward the
surface—relatively warm air from the ocean encountered a
colder surface—and much larger than expected on the basis of
a simple flux-gradient estimate of the flux. The reason for this
large heat flux is the enchanced turbulent mixing resulting
from the roughness change and the possible existence of sec
ondary flows.

2. Observations

Table 1 summarizes the upper-air soundings that we made
while crossing the MIZ. In the table the fetch is the actual
distance the wind blew over the ice, not the distance perpen
dicular to the ice edge. The ice concentration, c, is the fraction
of ice cover estimated from our visual observations [Ackley
and Smith. 1983]; T„ the surface temperature measured by a
towed thermistor; T",,. a point value (no averaging) of the air
temperature at a height of 11 m measured by a sensor on the

o 10 20

Potential Temperature (*C)

Fig. 2. Potential temperature profiles from the five soundings.

bow; C21, the wind speed 21 m above the surface measured
on the ship's mast; and cp, the relative humidity determined
from wet and dry bulb thermometers mounted on the bow.

We used two different radiosonde systems for the sound
ings. The M10 sounding was made with a MicroCORA
system manufactured by Vaisala of Helsinki, Finland. We
made the other four soundings with an Airsonde system
manufactured by A.I.R. of Boulder. Colorado. Both systems
measure pressure, temperature, and humidity. The Micro
CORA, in addition, measures the wind profile by using the
Omega navaid signals to track the radiosonde [Beukers,
1979]. Thus, we had upper-air winds right at the ice edge, an
advantage that Sab et al. [1980] did not have when they tried
calculating the advective heat transport across the Bering Sea
ice edge.

Andreas and Richter [1982] evaluated the performance of
the two radiosonde systems that we used on the Mikhail
Somov and found that they made comparable measurements
of pressure and temperature. The interchangeability of tem
perature and pressure sensors between different sondes —more
important than the absolute accuracy in our subsequent
analysis—was pretty much as the manufacturers specify,
±0.2 C for temperature and ± 1 mbar for pressure [Call and
Morris, 1980]. The accuracy of the Omega-derived winds in
this part of the Antarctic is, nominally, 1 m/s [Olson, 1979].
Although both radiosonde systems measure humidity, we have
largely ignored the upper-air humidity profiles in what follows
because they were inconsistent.

As is evident from the wind flags in Figure 1, the wind
direction during our radiosonde transect and for the 12 hours
preceding it was very steady. Figure 3 shows that at the ice
edge at noon on October 20 the geostrophic wind was from
300 and that there was very little Ekman turning of the wind
vector: only IV between the surface and 2000 m. Figure 4,
which shows the pressure contours derived from the radio
sonde soundings, confirms that conditions were nearly station
ary and that the flow was essentially two dimensional. This
evidence of the two-dimensional nature of the flow will be the

justification for some of our subsequent analysis.
Although pressure analysis fields for the southern ocean in

the area of our transect are sometimes untrustworthy because
of the sparsity of reporting stations, sea level pressure charts
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TABLE 1. Summary of the Marginal ice Zone Upper-Air Soundings, October 20. 1981

Latitude, Longitude. Fetch, T,. Tli. V1t, <t>.
Sounding Time* °S CE km c °C °C m/s %

M10 1153 56.2 3.3 0 o.iot -1.3 0.8 10.0 91

A3 1304 56.4 J.7 35 0.10 -1.4 -1.3 9.5 90
V4 1444 56.6 4.1 76 0.15 -1.4 -0.9 9.0 88

A5 1644 56.8 4.6 120 0.30 -1.6 -1.7 8.5 93

A6 1756 56.9 4.9 150 0.80 -1.7 -1.6 8.0 98

•Since we were near the 0 meridian, all times are Greenwich Mean Time (GMT) and local time.
tAlthough we specify c as 0.1 for this sounding, that value is really not appropriate for the radiosonde

profile. We made this sounding virtually at the ice edge: with on-ice winds the air mass was, thus,
representative of open ocean conditions, i.e.. of c = 0.
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obtained from the National Climate Center do let us interpret
these shipboard observations in a synoptic context. During
our radiosonde transect a low pressure center passed to our
south. At 0000 GMT on October 20 the low was centered at

58CS, 2°W, and the geostrophic wind at our position was from
the northwest, consistent with our surface observations early
that day (Figure 1). The charts suggest that by 1200 GMT on
October 20 the low had moved to 63CS, 7°E, and had deep
ened from 975 to 968 mbar. though the pressure gradient
remained unchanged at our location. The indicated geostroph
ic wind also swung almost westerly, a shift refuted by our
surface observations and noon radiosonde (Figure 3). During
the next 12 hours the low moved to 66°S, 17°E, and deepened
further to 959 mbar. Because it was now more distant from us,
however, the local pressure gradient decreased and the geo
strophic wind became southwesterly, thus explaining the shift
in surface winds that we observed between 1800 and 2100

GMT (Figure 1). In summary, our position north of the low
explains the directional consistency of the surface winds and
the unchanging pressure field (Figure 4) during our 6 hour
radiosonde transect.

Many have associated convective cloud formation with
ABL modification over water [e.g., Lenschow, 1973; Vowinckel
and Orvig, 1973; Streten, 1975; Walter, 1980]. But, as is evi
dent from the potential temperature profiles in Figure 2, we
did not have convective conditions: The ABL was stably stra
tified during our transect. Cloud conditions consequently did
not change during the time of our observations. We were

under a complete cover of low stratiform clouds during our
radiosonde transect, for the 36 hours preceding it, and for 6
hours after it ended.

Ackley and Smith [1983] described in detail the ice con
ditions during our transect on October 20. In brief, we saw the
first small chunks of ice at 1115 GMT and crossed very diffuse
plumes of small broken floes until the M10 ice edge sounding
at 1153, when ice concentration was judged to be 10%. We
continued alternately to cross open water and low con
centration streaks of brash ice and small broken floes until the

A3 sounding 17 km from the edge. Now the plumes and bands
became more concentrated and contained some older ice with

evidence of ridging; but there was still a lot of open water.
Figure 5 shows typical ice conditions in this region. Ice con
centration for the A4 radiosonde 38 km from the ice edge was
15%, and the floe size was approximately 5 m. Between the
A4 and A5 soundings we evidently crossed a more stable ice
edge; by the time of the A5 sounding at 1644, 60 km into the
ice, the concentration was 30%, the floes were older and

sometimes ridged, and some were snow covered. The banding
of the floes continued as we penetrated the MIZ: at 1717, 66

km from the edge, we crossed an extensive band of 5 m floes,
and the ice coverage had increased to 40-60%. For the A6
sounding at 1756 we were 74 km from the ice edge and in
first-year ice of 80% concentration; floe diameters were 8-10
m; and there was brash ice between floes. By 1815, 76 km
from the edge, the ice concentration was 90%, a value typical
of the interior pack; but the floes were still only about 10 m in
diameter. Compare this description of the Antarctic MIZ with
ones of the MIZ in Denmark Strait [Kozo and Tucker, 1974]
and in the Bering Sea [Bauer and Martin, 1980].

In Figure 6 we have contoured the potential temperature
data shown in the profiles in Figure 2. We also plot in the
figure and list in Table 2 the inversion height, Z„ the potential
temperature at Z„ 0ti the height of the top of the inversion
layer, Z„ (where the temperature profiles in Figure 7 bend
back to a negative slope), and the potential temperature there,

Figure 6 contains a fairly complete picture of what modifi
cation of the ABL involved. The Z„ level rose with distance
downwind but remained essentially coincident with the 14°C
potential temperature surface. The Z, level also rose but, in
contrast to Z„, crossed isentropic surfaces: The inversion base
was being eroded by mixing processes. Nevertheless, the slope
of the inversion layer, (0U —9i)/(Zit —ZJ, remained constant
at 0.017°C/m from the ice edge to 150 km. That is, above the
inversion base the structure of the air mass did not change
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Fig. 3. Wind components from the M10 sounding, referenced to
300°.
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Fig. 4. The pressure contours in millibars along the ship track.

160

over the 150-km path; potential temperature is a conservative
tracer.

Our interpretation of Figure 6 necessarily means that the
entire air column rose in response to the increased surface
roughness. From the entries in Table 2 we can approximate
the vertical velocity: (1513-1113 m)/6 h % 2 cm/s. As we ex
plained, this vertical velocity was a consequence of mass conti
nuity; as the horizontal flow was decelerated by the increased
roughness of the ice, there must have been a compensating
increase in vertical velocity. We can therefore also approxi
mate the vertical velocity from (1) and the wind speeds listed
in Table 1:

AW'a -Az(AU/Ax) (2)

With AU = -2 m/s, Ax = 150 km, and Az = 1500 m, again
W % 2 cm/s at Z„. We conclude that our data are consistent
and that our conceptual picture of the ABL modification is
accurate.

3. Heat Flux Estimates

In encountering the ice edge, the ABL flow did not feel the
large step change in surface temperature that can often occur
over polar seas in winter when the surface changes from ice to
water or vice versa [Orvig, 1974; Andreas et ai, 1979]. The

Fig. 5. Typical ice conditions between the A3 and A4 radiosonde ascents.
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Distance Downwind From Ice Edge (km)

Fig. 6. Contours of potential temperature in C along the ship track. Z, indicates the height of the inversion, and Z„
shows the top of the inversion layer.

high percentage of open water clearly moderated the transi
tion. The surface-layer air temperatures in Table 1 and the
temperature profiles in Figure 7 do indicate, nonetheless, that
the atmospheric mixed layer was being cooled by the new
surface. In this section we estimate the turbulent heat flux at

the surface in two ways.

3.1. Flux-Gradient Method

To get a first, quick estimate of the friction velocity, u^,and
the sensible (//,) and latent (HJ heat fluxes, we use the flux-
gradient technique and the meteorological data listed in Table
1. We explain our procedure in Appendix A; the results are

Temperoture (°C)

Fig. 7. Temperature profiles from the five soundings.

listed in Table 3, where L is the Obukhov length corrected for
the moisture flux [Busch, 1973].

Except for u^, the values inTable 3 are very scattered. This
is, of course, not unexpected since surface-layer conditions
were so nearly neutral, because we had only two profile levels
with which to do the fitting, and because T,, was only a point
measurement. It would be risky, in fact, trusting flux-gradient
estimates in this region even if we had additional profile
levels; the estimation technique is based on Monin-Obukhov
similarity, which assumes horizontal homogeneity, a condition
clearly violated in the MIZ. The heat flux values, especially,
are thus merely suggestive.

The u„ values, however, should be more trustworthy since
the surface-layer velocity profile typically has a much steeper
slope than the temperature or humidity profiles and is, conse
quently, not as affected by stability conditions. Andreas et al.
[1979] found that even over an extremely nonhomogeneous
surface, flux-gradient values and eddy correlation measure
ments of u9 generally agreed within 10%.

3.2. Integral Method

Because we have a series of temperature profiles, an obvious
way to estimate the surface heat flux is to compute the heat
transported through vertical planes perpendicular to the flow.
From conservation of energy, in steady state conditions, the
difference in flux through adjacent planes must be due to a
surface source or sink. The appropriate integral equation.

TABLE 2. Parameters of the I aversion Layer

z,. ", z„. 0„.
Sounding m °C m °C

M10 491 3.5 1113 14.1

A3 511 3.7 1169 14.3
A4 694 4.6 1219 13.4

A5 827 4.9 1351 13.4

A6 1050 6.4 1513 14.3

113



654 Andreas et al, : Boundary Layer Modification in Antarctica

TABLE 3. Results of the Flux-Gradient Calculations

»*> w„ »,, L.

Sounding m/s W/m2 W/m2 m

MIO 0.28 -25.1 -6.6 78

A3 0.31 -2.8 11.0 1300

A4 0.35 -11.2 15.4 360

A5 0.34 -0.1 14.0 -5000

A6 0.32 -3.5 1.9 810

which we derive in Appendix B, is

p0cp J"'U(X2, z) [T(X2, z) - T,'(X2)-] dz
- PoCp {^ lU(Xlt z) [T(XX, z) - 7i,U,)] dz
+ $PoclTit'(X2)-Til'(Xl)-]

\TU(XX,z) dz +

= (X2 - XX)HS

rzu{X2) "I

U(X2, z) dz

(3)

Here, p0 is the air density at the surface; cp, the specific heat of
air at constant pressure; Xx and X2, locations of radiosonde
profiles; ZU(X), the height of the top of the inversion layer at
fetch X, U, the velocity profile; and /7S, the average surface
sensible heat flux between Xt and X2. In (3), T is the temper
ature profile with the reference state T0 subtracted;

T(X, z) = T(X, z) - T0(z) (4)

where T is the measured temperature profile and

T0(z) =TS- (g/cp)z (5)

with g, the acceleration of gravity. Tjt' is the value obtained
from (4) corresponding to T(Zit).

As we suggested, (3) is just a statement of conservation of
energy. Consider a two-dimensional volume bounded by x =
X, and x = X2 and by z = 0 and z = Zit. The first two inte
grals on the left-hand side reflect the heat transported out of
and into the volume at its downwind and upwind faces, re
spectively. The third integral is the flux carried by the vertical
velocity through the top of the volume if Tit' changes with
fetch. In steady state conditions and with no internal sources
or sinks, the heat energy content of the volume does not
change, so these integral contributions must equal the total
turbulent heat transfer through the bottom of the volume,
(X2 - XARS.

From Figure 6 we showed that 0„ was virtually constant at
14°C. Tu' is therefore also independent of fetch because T is
another form of the potential temperature. Consequently, the
third term on the left-hand side of (3) is essentially zero (the
vertical velocity makes no contribution to the heat flux).

We use (3) to estimate the surface heat flux between any two
of the soundings listed in Table 1. Although there are, of
course, temperature profiles for all of these, we unfortunately
have a velocity sounding only for M10. As we discussed, the
velocity should decrease with distance into the MIZ; t/21 in
Table 1 shows this deceleration. Thus, in our computations,
for the A3, A4, A5, and A6 soundings we used the M10 veloci
ty profile multiplied by the rate of deceleration indicated by
U2i- For example, we assumed that every level of the A5

velocity profile was 85% of the corresponding M10 velocity.
This assumption may be an oversimplification since the struc
ture of the velocity profile, as well as its overall magnitude,
may change with fetch over the ice; but for the sake of con
tinuing the calculations, it is necessary. Table 4 lists the values
of the sensible heat flux between any two soundings computed
using (3); a negative flux is downward (toward the surface), a
positive flux is upward (away from the surface).

In the table we also show the uncertainty in the flux calcula
tions due to the specified limits of interchangeability between
radiosonde temperature sensors. In (3), the integration de
pends pretty much on the difference between T'(XX) and
T'(X2). The uncertainty in this difference, ±0.2°C, is present
at every level of the integration; therefore, the uncertainty in
the computed flux increases with Ziv It decreases with distance
between soundings, however, since the uncertainty in temper
ature is the same for each pair of soundings.

With these uncertainties established, we can check that our

assumption of two dimensionality is valid by estimating the
magnitude of the transfer perpendicular to x. Figure 3 shows
that the transverse velocity was typically 1 m/s or less. From
thermal wind considerations, the curvature of the longitudinal
velocity profile suggests that the transverse temperature gradi
ent was roughly 0.01 C/km. The heat carried across our track
by the transverse flow consequently had a magnitude of
roughly 20 W/m2, well below the uncertainties in our flux
estimates. We are, therefore, justified in ignoring three-
dimensional effects.

The statistically significant fluxes in Table 4 are toward the
surface from the atmosphere and 1-2 orders of magnitude
larger than the sensible heat fluxes computed with flux-
gradient techniques and shown in Table 3. We thus should
discuss whether these fluxes are indeed real.

The question really is whether there is more than just the
surface flux contributing to the heat lost by the air column. To
be completely rigorous, we should have included a source
(sink) term S(x. z) in equation (Bl). This would then have
appeared on the left-hand side of (3) as

*2

dx S(x, z) dz

Possible sources (sinks) are ones that can increase (decrease)
the temperature of the air column without contributing to the
turbulent surface flux. Such processes include phase changes (a
cloud forms or dissipates), radiative exchange between a cloud
and the surface, and a divergence of the radiative flux.

If a stratiform cloud is 500 m thick, has a typical liquid
water content of 0.3 g/m3 [e.g., Pruppacher and Klett, 1978.
chapter 2], moves at 15 m/s, and dissipates over a 150-km
path, it acts as a heat sink of roughly 40 W/m2. Not only is
this value less than the uncertainty in our computed fluxes, as
explained in section 2, we saw basically no change in the cloud
cover as we penetrated the MIZ. Evidently, phase changes did
not make a significant contribution to the fluxes tabulated in
Table 4.

Fleagle and Businger [1980, p. 234] derived an equation for
the net long-wave radiative exchange, £„, between a cloud of
temperature Tc and emissivity e.c and a horizontal surface of
temperature T5 and emissivity es:

E. = (T/ - Ts4)
i -(i -£fKi -<g

where a is the Stefan-Boltzmann constant. If we assume that

(6.
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TABLE 4. Integral Results for the Average Surface Sensible Heat Flux in W.m2 Between Any Two
Soundings

Sounding,'
Sounding MIO A3 A4 A5

A3 10+ 170

(35)

A4 -240 + 90

(76)
-450 + 140

(41)

A5 -300 ±70
(120)

-430 + 90

(85)
-410+ 140

(44)

A6 - 230 + 80

(150)
-300 + 90

(115)
-220 ± 120

(74)
-75 + 240

(30)

A negative flux is downward; a positive flux is upward. The numbers in parentheses are the distances
between the soundings in kilometers.

the cloud base is at the inversion base, for our most extreme

case, sounding A6, 7^= —6.2CC and Ts = —1.7"C. Taking
cc = 0.95 [Paltridge and Piatt, 1976, chapter 8] and e, = 0.97
for a water and ice surface [Kondratyev, 1969, p. 43], we
calculate E„ = —18 W/m2. The cloud gains energy from the
surface. But again, this value is below the uncertainty in our
computed flux values: This kind of radiative transfer is not a
significant source or sink.

Lastly, we consider the possibility that the ABL is cooling
because of a radiative flux divergence. If such were the case,
the temperature of the ABL would decrease with time, as we
saw; but this lost heat, though contributing to the integrals in
(3), would not contribute to the surface flux; it would be lost

from the ABL. Measurements by Suomi et al. [1958] and cal
culations by Sasamori [1968] showed that in clear air the
radiative flux divergence can lead to a cooling rate in the
lower atmosphere that is typically 1 C/day. Remember, how
ever, that according to our observations, radiative processes
were not important above Z,; we have shown that the temper
ature changes here were purely adiabatic. Also, because there
was total cloud cover for our entire series of soundings, we
suspect that the cooling rate was much less than this l°C/day
value. Nevertheless, if we suppose that below the inversion the
air cooled by 0.25' C during the 6 hours between our first and
last soundings, our computed average surface heat flux during
that interval would be biased by only 45 W/m2. Shorter inter
vals would, naturally, show smaller effects. Because this esti
mated contribution from radiative flux divergence is smaller
than the uncertainty in any of our computed flux values, we
can also ignore these effects.

We consequently conclude that the fluxes listed in Table 4
are indeed accurate estimates of the surface sensible heat flux,
though they are significantly larger than those computed by
flux-gradient techniques (Table 3). A large portion of the heat
contributing to the flux values in Table 4 came from the top of
the mixed layer and from the inversion base (Figure 7). En
hanced mechanical mixing associated with the increase in sur
face stress due to the roughness change must have been re
sponsible for transporting this heat down to the surface. Be
cause of the larger eddies involved in this exchange, the heat
was likely delivered to the surface in intermittent bursts
[Haugen et ai, 1971], possibly even by organized secondary
flows, which are often associated with a change in surface
conditions [LeMone, 1973; Brown, 1980, 1981]. Because such
transfer processes are not adequately described by the eddy-
diffusivity model on which the flux-gradient relations are
based, and for the reasons already mentioned in section 2, the

flux-gradient method badly underestimates the magnitude of
the sensible heat flux, a fine example of the risks in using the
flux-gradient equations in horizontally inhomogeneous con
ditions.

Because for every statistically significant entry in Table 4
the flux was to the surface, there must have been melting:
There was no other way to dissipate this much heat. And the
melting could have been rapid; a downward flux of 280 W/m2
—typical of our values—can melt 8 cm of sea ice in a day.

The MIZ is, of course, a region of ice destruction. We saw
evidence of melting as we crossed it during the radiosonde
transect; but because we were always moving, we had no
chance to make an independent estimate of the melting rate.
Our suspicion is that ice destruction in the Antarctic MIZ is
episodic. When the prevailing wind is northerly, carrying
warm air in from the ocean, the melting can be at an almost
catastrophic rate, as our results show. For southerly winds,
which can drag the ice into warmer water, the melting might
also be rapid [McPhee, 1983].

As a crude check of this indicated melting rate, 8 cm/day, let
us compute a mass balance of the Weddell Sea. Ackley [1979]
showed that 6 x 106 km2 of sea ice with a typical thickness of
1 m is destroyed annually in the Weddell Sea sector of the
ocean (from 60 W to 30CE) between October and March. In
other words, over this 150-day period an average of 40 km3 of
sea ice a day must be melted. Most of this melting occurs near
the ice edge [Hibler and Ackley, 1983]. Suppose the melting
zone between 60JW and 30°E is an 80-km-wide band (roughly
5000 km long) at the ice edge that moves south with the
retreating pack. To destroy 40 km3 of sea ice per day in this
band, the melting rate must average 10 cm/day, a value close
to our estimated melting rate for on-ice winds, 8 cm/day.
Clearly, the turbulent heat flux from the atmosphere contrib
utes significantly to the destruction of ice in the Antarctic
MIZ.

Gordon [1981] also considered this seasonal cycle of Ant
arctic sea ice. After estimating both the radiative and the tur
bulent components of the surface energy budget, he concluded
that the sensible heat flux was the smallest term in the budget
and that additional oceanic heat sources contributing, on the
average, 30 W/m2 over the entire southern ocean were thus
necessary to explain the annual melting. However, his esti
mates of the turbulent fluxes were based on surface-layer pa-
rameterizations. Because for northerly winds such methods
underestimate the sensible heat flux in the MIZ—since the

entire ABL can contribute to the flux—Gordon's [1981] value
is really an upper bound on the oceanic heat flux. We were
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thus not surprised to see that oceanographic data collected on
our cruise suggested the oceanic flux during the winter is only
20-25 W/m2 [Gordon et ai, this issue].

4. The Drag Coefficient

We have described how the inversion layer rose with dis
tance over the MIZ and so with increasing ice concentration c
(Figure 8). Since this lifting resulted from the flow deceleration
due to the increased roughness and surface stress, it seems
conceivable that we can estimate the drag coefficient in the
MIZ from this rate of increase of Z,.

Taylor [1969] and Vager and Nadezhina [1975] have made
numerical studies of an ABL perturbed by a change in surface
roughness; but an analytical framework specifically for the
study of ABL modification does not exist. We, therefore, base
our evaluation of the drag coefficient in the MIZ on ABL
similarity theory such as that developed by Zilitinkevich
[1972. 1975]. Admittedly, a fundamental assumption of the
theory is horizontal homogeneity, which is certainly absent in
the MIZ. But the precedent for our using such a procedure is
well established; early analytic studies of horizontal nonho-
mogeneity in the atmospheric surface layer yielded useful re
sults despite being based on relations derived for horizontally
homogeneous conditions [see, e.g., Colder, 1949; Sutton, 1953,
chapter 8; Elliott, 1958; Philip, 1959; Panofsky and Townsend,
1964; Townsend, 1965; Taylor, 1970].

Fortunately, for the scales with which we are concerned, the
ABL over the MIZ seems to be in quasi-equilibrium with the
surface, so similarity theory may be more valid than it at first
appears. To see this, consider a horizontal length scale
characterizing the rate at which the ABL responded to the
new surface. Such a scale is Dmod = ZJ(dZ,/dx), which is
roughly (800 m)/(560 m/150 km) = 210 km. On the other
hand, we form a distance scale representative of the turbulent
processes in the ABL from the boundary-layer time scale,
ZJu^, and the mean wind speed, 0, Dlurb = t7Z,/ar This scale
is interpreted simply as the distance an eddy is adverted
downwind while making one cycle of the boundary layer.
From Table 3 and Figure 3, we approximate Dlurb as (15

m/sK800 m/0.32 m/s) = 38 km. Thus, the turbulence, which
similarity theory models, has a much shorter distance scale
than that characterizing the gross changes in the ABL. Evi
dently, in the MIZ the turbulence parameters can respond
rapidly enough to be in quasi-equilibrium with the surface
despite its obvious nonhomogeneity.

Zilitinkevich [1975] gave as a prediction for the height of a
fully developed ABL in stable stratification

h, = a \(g/T)(Hsf/p0cp)\i2
(7)

where x is a constant, which Zilitinkevich [1975] took as one,
T is a temperature typical of the layer, and / is the Coriolis
parameter.

Many have verified (7). though with different values of a; for
example. Businger and Arya [1974] found a = 1.1; Brost and
Wyngaard [1978], a = 0.63; and Brown [1981], a = 2.0. Bus
inger and Arya [1974] found that (7) is true for w„/|/| L >
20; that is, for L < 130 m in our study. Because of the demon
strated inadequacy of Monin-Obukhov similarity in the MIZ,
however, it is hard to know whether the Obukhov length L
has any physical significance. But Irwin and Binkowski [1981]
showed how L is related to the local gradient Richardson
number, Ri, which we can easily compute from our data. Con
verting L to jRi using their method, we thus find that (7) is true
for our data when Ri > 0.1, a criterion that all of our sound
ings meet for heights above 200 m. Equation (7) therefore
seems applicable here. We will assume that /i, corresponds to
the inversion height Z, and use (7) to relate the expected in
crease in surface stress u„2 to the increase in Zt.

The 10-m drag coefficient is defined as

CD = (uJUl0)2 (8)

where we obtained the 10-m wind speed, L'10. °y interpolation
of the V2l values in Table 1 using the m, values in Table 3.
Substituting (7) in (8) yields

CD(x)ocZ1(x)L/10(x)~2//s(x), (9)

We know fairly well the value of the drag coefficient for
neutral stability at the ice edge, CD(x = 0) = CD0; it was the
open ocean value 1.2 x 10"3 [Large and Pond, 1981]. Making
use of this reference point, we obtain from (9) the relative
change in drag coefficient across the MIZ,

CD(x)/CD0 = [Z,(x)/Z1(0)][L/10(0)/L/10(x)]2[H1(x)///J(0)]l/2

(10)

Here. Z,(0) is the inversion height from the M10 sounding, a
value that should represent the horizontally homogeneous
conditions of the upwind ocean, and U10(0) and Hs(0) are the
wind speed and heat flux at the ice edge.

Excluding the values between the M10 and A3 soundings
and the A5 and A6 soundings, which have the largest uncer
tainties, the ff, values in Table4 are not incompatible with the
assumption that the surface heat flux was constant during our
radiosonde transect. Even if the flux changed across the MIZ,
however, because the Hs ratio in (10) has a square-root depen
dence, the CD ratio would respond only weakly. For example,
if, as we would expect intuitively, H, decreased across the
MIZ, say, by 20%—a value typical of the variability in Table
4—the CD ratio would be only a 10% overestimate. Because
this uncertainty is well within the accuracy of other measure-
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Fig. 9.

40 80 120

Distance Downwind from Ice Edge (km)

The relative change in drag coefficient across the MIZ.

ments of the drag coefficient over sea ice, we henceforth ignore
the heat flux term and rewrite (10) as

CD(x)/CD0 = [Z1(x)/Z1(0)][L/10(0)/L/,0(x)]' [ID

The beauty of (11) is that it involves only ratios of the
measured quantities. Hence, uncertainty over the value of the
constant in (7) does not affect it; and possible fetch-dependent
stability effects or systematic errors in our determination of
Ul0 are of minor consequence. CD/CD0 is thus, in essence, the
ratio of drag coefficients for neutral stability.

Figure 9 shows a plot of CD/CD0 as a function of fetch for
our data. The line, obtained from a least squares fitting of
ln(CD/CD0)versus X, is

(12)

Remember that X is not the perpendicular distance into the
MIZ; the equation

CD/CD0 = ee (13)

with d in kilometers, describes the behavior of CD/CD0 as a
function of actual distance from the ice edge.

Figure 9 suggests that values of C0 in the MIZ can be
more than 3 times larger than open ocean values: With CpQ =

1 r

(o) Data

( •) From e°,00O8X

I + 2 4tanh(2.5c

1.2 x 10"3, CD can be 4 x 10"3. Such values are not without
corroboration. Macklin [1983] reported an average CD value
of 3.09 ± 0.49 x 10"3 in the Bering Sea MIZ for close but
heavily fractured and ridged ice. In 80-90% ice cover in the
Gulf of St. Lawrence, Smith et ai [1970] found values of the
drag coefficient in unstable conditions as large as 4.0 x 10"3;
these convert to CD values for neutral stability of 3.5-
3.8 x 10"3. In contrast, the roughest ice that Banke et al.
[1980] sampled in the close Arctic pack had a drag coefficient
of 2 x 10"3.

Equation (12) (or (13)) is not a very useful predictive tool,
however, because the composition of the MIZ—its com
pactness and the distribution of ice types within it—can un
dergo significant temporal changes [Bauer and Martin, 1980].
The distance from the ice edge is thus not a meaningful model
parameter. The ice concentration c is more useful. Equation
(12) does help us smooth out some of the variability in our
particular data set, however. In Figure 10 we plot our raw
CD/CD0 data and the corresponding points obtained from (12)
versus c. The line, which we fitted by trial and error and
intuition, is

Cd/Cdo =1+2.4 tanh (2.5 c) 0 <, c £ 1 (14)

The values this predicts correspond well with the CD values
measured by Smith et al. [1970] in 80-90% ice concentration.

The tanh function increases monotonically with its argu
ment; so (14) predicts that CD = 3.4 CD0(= 4.1 x 10"3 if
CD0 = 1.2 x 10"3) for total ice cover. Such a large value is
incompatible with the measurements of Banke et al. [1980];
they showed that over close, smooth sea ice, CD has virtually
the same value that it has over the ocean, 1.1-1.2 x 10"3.
As the surface roughness of the interior pack increases, CD
also increases, but evidently not to values much larger than
2 x 10"3. Consequently, we suggest with the dashed line in
Figure 10 that CD/CD0 must rapidly return to the smooth ice
value—one—as the ice concentration increases from 80 to

100%. Wind tunnel studies summarized by Rouse [1965]
showed essentially this same effect; the aerodynamic surface
roughness goes through a mid-range maximum as the con
centration of roughness elements increases from 0.0 to 1.0. For
nearly complete ice cover, we therefore hypothesize that the
relations parameterizing CDas a function of surface roughness
presented by Banke et ai [1980] replace (14).

0.4 0.6

Ice Concentration

0 8

Fig. 10. Raw and smoothed CD/CD0 ratios as a function of ice concentration. The dashed line suggests how we believe
the ratio behaves for nearly complete ice cover.
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Bauer and Martin [1980] speculated that the banding of ice
common near ice edges [Muench and Charnell, 1977] is a
result of the variation in drag coefficient across the MIZ.
More recently, Wadhams [1983] suggested that the change in
drag coefficient merely leads to divergence of the ice in the
MIZ during off-ice winds; then other processes such as wave
radiation pressure [Wadhams, 1983; Martin et ai, 1983] or
the reduction in water drag caused by melting [McPhee,
1983] act to form and accelerate the bands. The ABL model
of Overland et al. [1983] confirmed that changes in the drag
coefficient across the MIZ can, indeed, lead to regions of di
vergence and convergence in the wind field during off-ice
winds. Thus, by providing a functional expression for this
variation in the drag coefficient—which by consensus is the
initiating mechanism, at least—our results should be the im
petus for more thorough studies of band formation.

5. Summary

The data that we have presented show a fairly complete
picture of the modification of a stably stratified atmospheric
boundary layer in response to an increase in surface rough
ness. The essential process in the modification was a deceler
ation of the flow because of the increased surface stress. The

induced vertical velocity then lifted the entire ABL. The mixed
layer below the inversion cooled by losing heat to the surface;
but temperature changes above the inversion were purely
adiabatic.

The cooling of the mixed layer and the eroding of the inver
sion base as the air mass crossed the MIZ necessitated sub
stantial heat transfer to the surface, presumably by secondary
flows. Our integral estimates of the flux of sensible heat to the
surface yielded values that averaged over 200 W/m2. Since
there is seemingly no other way to dissipate this heat, there
must be intense melting of the sea ice in the MIZ during
episodes of northerly winds.

Our radiosonde observations of the height of the inversion
let us make the first determination ever of the drag coefficient
over the broken floes characteristic of the Antarctic MIZ.
We found that CD for neutral stability can be as large as
4.0 x 10"3 but depends strongly on ice concentration. We
thus presented the first parameterization of the drag coef
ficient in terms of ice concentration (equation (14)), an impor
tant relation for use in modeling the surface stress in marginal
ice zones.

6. Appendix A: The Flux-Gradient Technique

The flux-gradient technique for obtaining turbulent surface
fluxes from the measured wind speed (U), potential temper
ature (0), and specific humidity (Q) profiles is based on Monin-
Obukhov similarity [Businger et ai, 1971]. The profile data
are fitted with the models

V(z) = (ujk)[ln (z/z0) - il>m(z/L)-) (Al)

0(z) = T(zs) + <„[ln (z/zs) - Mz/L)l (A2)

Q(z) = Q(zs) + ^[ln (z/zs) - ip„(z/LQ)-] (A3)

where z is the height: z0, the roughness length for velocity; z„
the scalar roughness length; T(zs) and Q(zs), the surface tem
perature and humidity; and k, von Karman's constant (0.4).
The i/r are the semi-empirical Monin-Obukhov similarityfunc
tions, which are functions of the stability parameter C,( = z/L or
z/LQ).

For unstable conditions (£ < 0) [Paulson, 1970],

i/.m(C) = 2 In [(1 + x)/2] + In [(1 + x2)/2]

- 2 arctan (x) + n/2 (A4)

W0 = 21n[(l +x2)/2] (A5)

where

x = (1 + fc,0*'4 (A6)

For stable conditions U" > 0) [Webb, 1970],

<Am(C) = UQ = ~ U (A7)

In (A6) and (A7) we used the constants suggested by Large
and Pond [1982], /?„ = 16 and 0, = 7.

The um, t+, and q^ in (Al) to (A3) are related to the surface
stress (t) and to the sensible (Hs) and latent (HL) heat fluxes
and thus link these to the measured profiles:

U, = (T/Po)"2

'* = -HJpoCpU+k

1*= -HL/p0Lvutk

(A8)

(A9)

(A 10)

Here p0 is the surface air density, cp is the specific heat of air
at constant pressure, and L, is the latent heat of vaporization
(sublimation) of water (ice).

Finally, L and LQ are the Obukhov lengths—stability
parameters—

/-,
1 fl +0.61 Ql u,2

~g[ 0.61 J k2qm

-Eser*--

(All)

(A 12)

where g is the acceleration of gravity, Q is a representative
humidity, and f is a representative temperature. Notice, in
(Al) and (A2) we used L as the stability parameter for velocity
and temperature, but in (A3) we used LQ for humidity.
McBean [1971] explained that unless a passive scalar, such as
humidity, is highly correlated with temperature, L is not the
proper scaling length [cf. Dyer, 1974]. A length scale based on
the flux of the passive scalar alone, such as LQ, is instead a
more meaningful parameter.

For the flux-gradient estimates we discussed in section 3.1,
we had only two levels for each of the variables U, 9, and Q,
the surface and a reference height: 11 m for 0 and Q, and 21 m
for V (Table 1). For the surface values we set z0 = zs and used
z0 = 0.0001 m over water (soundings M10 and A3) [Large and
Pond, 1981], and r0 = 0.001 m over ice (soundings A4, A5,
and A6) [Banke et ai, 1980]. When there are just two levels,
the profile equations are particularly simple:

kU21

* ln(2l/z0)-ipm(2l/L)

* ln(ll/z0)-^(ll/L)

Qti-Q,
Q* =* ln(ll/z0)-^(ll/LQ)

(A 13)

(A 14)

(A 15)

For Qs in (A15) we used the specfic humidity of air in satu
ration with a water or ice surface at temperature Ts. For Qu
we used 0Csal(Tn), where Qs3l is the saturation specific humid
ity at temperature T,, and (p is the relative humidity.

The flux-gradient estimation procedure is an iterative one.
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We first assumed neutral stability, so t/<m = </>,, = 0 in (A13)-
(A15). This yielded initial values of u^, tm, and qm. which we
then used to estimate L and Lq. With these first estimates of L
and Lq we could begin accounting for the effects of stability
by computing the ij/ values to use in the model equations. New
and better estimates of w„, /„,, and qt were the result. With
these we, in turn, recomputed L and LQ. The iteration contin
ued until the relative changes in the u#, /„,, and qm values were
all less than 1% between consecutive iterations, usually no
more than two iterations.

7. Appendix B: The Heat-Flux INTEGRAL

The thermodynamic energy equation in two dimensions is

U(dT'/8x) + W(8T'/dz) = - c\w~t)/dz (B1)

where U is the average longitudinal velocity, W is the average
vertical velocity, and w and t are thejurbulent fluctuations in
vertical velocity and temperature; wt is, thus, the Reynolds
flux of temperature. T is the deviation from a temperature
reference state, T0,

T(z) = T(z) - T0(z) (B2)

where T is the measured temperature profile and

To(z) = Ts - (g/cp)z (B3)

Here Ts is the surface temperature; g, the acceleration of grav
ity; and cp, the specific heat of air at constant pressure. We
have discussed in section 2 why our assumption of two dimen
sionality is a good one in this study.

From T in (Bl) subtract the temperature at the top of the
inversion layer, Tu' = 7"(Z„):

d[U(T - TfO/dx + U(dTit'/dx) + d[W(T - Tu')ydz

= -d\wt)/dz (B4)

Notice, to obtain this equation we have used two-dimensional
continuity, equation (1), and the fact that 7/*,' depends only on
x.

Let us integrate (B4) from the surface to the top of the
inversion layer, Z„. We get

{d[U(r - 7y)]/cx} dz + [flry/ax]r j> dz

+ [W(T - TJ/yj = -wt
o

(B5)

The W term here is zero, since W = 0 at the surface and

T — TJ,' = 0 at Z„ by definition. At Z,„ wt is also zero because
there is no turbulent flux through the top of the inversion
layer: The structure of the region does not change. The right
side of (B5) is consequently just the surface flux, wt0. We can
rewrite the first term in (B5) using Leibnitz's rule:

| "{d[U(T - Tit')Vcx} dz =j^ [Z"[\J(T - 7;/)] dz
-[i/(r-7yt] [cZ„/dx] (B6)

The last term in (B6), however, is again zero because
r - Tu' = 0 at ZirSubstituting (B6), (B5) becomes

± r [U(T - 7J/)] dz + [dTJIdx] U dz - Wt,

(B7)

We now integrate (B7) over x between the soundings at A-,
and X2:

X2d\{Z"[U(T - Tit')-] dzi + Tdx-

Po<"i

»z* ) rxt_
U dz > = wt0 dx (B8)

The first term in (B8) integrates easily. Since cTu'/dx changes
little with x, we can approximate the x integration in the
second term by its average value. The term on the right-hand
side of (B8) is simply the integrated surface flux; from it we
define the average sensible heat flux, fJs. Equation (B8)is thus

U(X2, z)[T(X2, z) - 7V(*2)] dz

•Z«(X|>

J'ZulXz)

- Pot'. U(Xt, z)[T(X,, z) - Tit'(X^ dz

+ W.[W2)-OT.)]

iZMXl) "I

U(X2, z) dz

= (x2-x,)Hs

Zi,<X,)

U(XV z) dz

(B9)

where p0 is the air density at the surface. This is the equation
we used to compute the average surface heat fluxes, /7„ in
section 3.2.
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A SIMPLE BOOM ASSEMBLY FOR THE SHIPBOARD
DEPLOYMENT OF AIR-SEA INTERACTION INSTRUMENTS

Edgar L. Andreas, John H. Rand and Stephen F. Ackley
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Abstract—Wehave developed a simple boom for use in measuring meteorological variables from
a ship. The main structural memberof the boom, a triangularcommunications tower with rollers
attached along its bottom side, is deployed horizontally from a long, flat deck, such as a
helicopter deck, and will support a 100-kg payload at its outboard end. The boom is easy to
deploy, requires minimal ship modifications, and provides ready access to the instruments
mounted on it. And because it is designed for use with the ship crosswind, oceanographic work
can go on at the same time as the air-sea interaction measurements.

We describe our use of the boom on the Mikhail Somov during a cruise into the Antarctic sea
ice and present some representative measurements made with instruments mounted on it.
Theory, experiment, and our data all imply that instruments deployed windward from a rear
helicopter deck can reach air undisturbed by the ship. Such an instrument site has clear
advantages over the more customary mast, bow, or buoy locations.

INTRODUCTION

Because a ship disturbs both the vector and scalar fields around it, measuring
meteorological variables at sea is not a trivial problem. Seguin and Garstang (1971),
Ching (1976), and Kahma and Lepparanta (1981). for example, all showed that the
standard ship's anemometers they investigated—all mounted on forward masts—were
typically in error by 10% when the ship was headed into the wind. For other ship
orientations, the error was as high as 35% (Kahma and Lepparanta, 1981). Temperature
and humidity measured on a forward mast were similarly subject to large errors (Seguin
and Garstang. 1971). The uncertainties inherent in data from these mast-mounted
instruments mean that bulk-aerodynamic estimates of the surface fluxes of momentum
and of sensible and latent heat may be in error by 100% (Seguin and Garstang, 1971); in
near-neutral conditions, it is therefore doubtful that even the correct signs of the scalar
fluxes could be obtained from such sensors.

Placing the instruments on a bowsprit and heading the ship into the wind is one way of
making more accurate measurements (Seguin and Garstang, 1971; Ching, 1976; Goerss
and Duchon 1980; Kahma and Lepparanta, 1981). Mollo-Christensen (1979) suggested,
on the basis of wind tunnel studies, that if the instruments are upwind a distance equal to
the smaller of the ship beam or the forward freeboard, they will be disturbed little by the
ship. Kahma and Lepparanta (1981) demonstrated that even if the ship is 30-40° from
head-on into the mean wind, an anemometer mounted on a 10-m bowsprit will yield
accurate values of wind speed.

Davidson et al. (1978) used yet a third location for measuring meteorological variables
on a ship. They placed a portable, vertical mast forward on the main deck with sensors
mounted well above the superstructure of the ship or instrumented a short, vertical mast
right on the bow (see also Large and Pond. 1982). Although they evidently did not
compare measurements at these locations with those at an obviously undisturbed
location, i.e. on a buoy, because the turbulence parameters computed from their data
agree well with theoretical expressions, their instruments seem to have suffered
negligibly from flow distortion.

The general consensus, nevertheless, is that to assure undisturbed conditions, air-sea
interaction instrumentation should be mounted on a buoy. If the buoy is well designed
(Dorman and Pond, 1975), it should have little influence on the ambient conditions; and
the effects of its motion on the measured velocity field will be small or can be corrected
for (Pond. 1968; Dorman and Pond. 1975). Of course, buoy-mounted sensors are not

Reprinted with permission.
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very accessible: cleaning and calibration checks are no longer routine as they are with the
shipboard instruments. The buoy must also have a self-contained data recording system
that then must be serviced, or it must remain somehow in communication with its tending
ship—requirements that clearly limit ship operations. Therefore, although
meteorological measurements on buoys may be the most representative, deploying,
monitoring, and servicing the buoy create many problems that keeping the instruments
on board ship obviates.

We will therefore describe here a simple shipboard instrument boom that we
developed for a joint air-sea interaction and oceanographic cruise into the sea ice of the
Weddell Sea in late 1981 (Gordon and Sarukhanyan. 1982). We deployed the boom from the
rear, starboard corner of the helicopter deck of the Soviet icebreaker Mikhail Somov
with the ship oriented crosswind. This use of the helicopter deck allowed much freer
access to our instruments than with bow or mast locations, and the data that we obtained

suggest that the instruments mounted on the boom were outside the boundary layer
around the ship. Because the boom was intended for use with the ship crosswind.
hydrographic or CTD work using winches on the starboard side of the ship could go on
simultaneously with our measurement program. Such a method for carrying on diverse
sampling programs simultaneously was of obvious benefit in minimizing station time.

DESCRIPTION OFTHE BOOM

Our scientific objectives necessitated a boom that would let us turn the instruments
mounted on it to follow the mean wind, would allow ready access to these instruments
for calibration and cleaning, yet could extend far enough from the ship to reach
undisturbed air. Practical considerations required that the boom break down for
shipping, was easy to assemble, and could be put in place or retracted quickly.

The triangular communications towers (29 cm on a side) that are frequently used for
mounting a vertical array of meteorological instruments have excellent strength even
when used horizontally. We bolted five 3.05-m tower sections together, fastened
cylindrical rollers at 3-m intervals on one side, fixed a counterweight at one end. and thus
had a 15-m boom that we could easily roll on and off the helicopter deck of the Somov
(Fig. 1).

T DIRECTION

SURFACE

Fig. 1. The air-sea interaction boom as it was instrumented for our research on the Mikhail Somov. U. Tand
Q indicate locations of wind speed, temperature, and humidity measurements.
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At the outboard end of the boom we fixed an 8.6-m-long. vertical mast to which we
attached our sensors. This mast was mounted to the boom by a pivot assembly that
allowed the mast two degrees of freedom: the mast could rotate about its axis, and it
could tilt back into a horizontal position so the entire boom assembly could be pulled
back on deck. The mast was made of two sections of 6-cm-diameter pipe of equal length.
The lower section was aluminium, the upper steel, because we found that aluminium
pipe was not strong enough to withstand the torque involved in raising and lowering the
mast. A stud on the bottom mast section slid into the steel top section, and six set screws
then held the two sections together. Three 0.5-cm steel guy wires, attached to the top and
bottom of the mast and passing over the 50-cm arms of a midpoint spreader bar, gave this
long, thin mast good stability.

We turned our mast instruments into the wind by pulling on one of two ropes that ran
from the helicopter deck to the ends of a 70-cm torque arm (not shown in Fig. 1) that was
fixed to the mast above the pivot assembly. Normally, such an arrangement would allow
180° of rotation, but because of the three mast guys, we had only 120°.

To provide for raising and lowering the mast, we ran a 0.5-cm steel cable from the
upper end of the mast, through a pulley attached to the boom 2 m from the mast, to a
small hand winch in front of the counterweight (Fig. 1). Our deployment routine was to
mount our instruments on the mast with the mast horizontal and the entire boom

assembly pulled back onto the helicopter deck. With the instruments in place, we then
rolled the boom off the deck until we could lower the mast into its vertical position clear
of any obstructions. With the mast vertical, we continued rolling the assembly out until
the instruments were where we wanted them. Once the instruments were mounted on

the mast, deploying and securing the boom took only about five minutes.
To give the boom better vertical stability, we ran a 0.5-cmsteel guy wire from near the

mast end of the boom to the counterweight end over a 2.9-m section of tower fixed to the
boom5 m from the counterweight end (Fig. 1). With the turnbuckle in this guy, wecould
raise the outboard end of the boom so that even when the mast was fully instrumented
and 10m off the ship, the horizontal boom wasvirtually straight. Two guys (not shown in
Fig. 1) attached to the boom near its mast end and running to hand winches mounted on
the helicopter deck on either side of the boom provided horizontal stability.

The counterweight was a plywood box that held ten 5-gallon gas cans, which we filled
with water; the total mass of the counterweight was thus roughly 200 kg. Since the mass
of the pivot assembly was about 20 kg, the boom was, therefore, capable of supporting
an 80-kg instrument mast that extended 10 m from the edge of the helicopter deck.

Mollo-Christensen (1979) suggested that for a shiporiented crosswind. meteorological
instruments must be a distance upwind greater than the freeboard of the ship to be clear
of its disturbing effects. The main deck and the helicopter deck of the Somov are,
respectively, 6 and 9 m above the surface. Because the rear of the Somov is relatively
open under the helicopter deck, the appropriate free-board dimension is 6 m.
Consequently, instruments outboard 10 m should have been well clear of ship effects if
the wind was anywhere in the rear, starboard quadrant.

Before the cruise we assembled the boom on the roof of our laboratory and, with the
mast loaded with everything but instrument cables (estimated total mass 66 kg), tested
whether the assembly met our design criteria. It did. That is. when we rolled the
assembly out until the mast was 10 m from the edge, everything remained impressively
rigid and stable.

On the Somov, however, we could roll the mast out only 6.3 m (Fig. 1) because our
instrument cables were a bit too short. Since all of our mast instruments were mounted
on pipes that placed them an additional 1 m from the mast, they still were well beyond
the 6-m limit for undisturbed flow set by the rear freeboard.

Figure 1 shows the boom as we instrumented it for our work on the Somov. We had
sensors for measuring wind speed (U). temperature (7*) and humdity (Q) at each of three
levels, nominally 4.0, 6.5 and 11.5 m above the surface. Our wind speed sensors were
propeller anemometers manufactured by the R.M. Young Company. The temperature
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Fig. 2. The boom deployed from the Somov with our instruments in a configuration for checking the
calibration of the anemometers: that is. all three anemometers at the same level.

and humidity sensors at each level were contained in the same aspirated radiation shield.
These units were made by General Eastern; the temperature sensor was a
platinum-resistance thermometer, and the humidity sensor was a cooled-mirror
dew-point hygrometer. There was a wind vane at the top of the mast for use in aligning
the sensors with the mean wind. At the bottom of the mast we mounted an acoustic
ranging device (used in some Polaroid cameras), which gave us the actual height of the
sensors above the surface and wave information.

We used tee adapters to mount the instruments to the mast. These slipped onto the
mast and were held in place with set screws. At the base of each tee we welded a coupling
that mated with a threaded, 2.6-cm galvanized pipe. Consequently, for mounting our
sensors we had at our disposal the entire spectrum of galvanized pipe fittings found in any
plumbing shop. The mast was thus very versatile (Fig. 2). With the sliding tees we could
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place our sensors virtually anywhere along it. The entire mast could also be moved up or
down with respect to the horizontal boom, the only constraints being that it had to be
bottom-heavy, and that we could generate enough torque above the pivot assembly to
crank the mast back to its horizontal position.

RESULTS AND DISCUSSION

Because of ship and buoy motions and the consequent difficulty in precisely aligning
sensors, direct measurement of the Reynolds fluxes of momentum and heat over the
ocean are very uncertain (e.g.. Pond, 1968: Rayment and Readings, 1971). These fluxes
can be obtained, however, from measurements of the vertical profiles of wind speed,
temperature and humidity through Monin-Obukhov similarity (Businger et al., 1971).
Paulson (1967; see also Badgley et al., 1972) demonstrated this technique with velocity,
temperature, and humidity profiles obtained from a tethered buoy. And Bogorodskiy
(1966) found good agreement between surface stress values computed from velocity
profiles measured from a ship and on a nearby buoy.

During our Antarctic cruise on the Somov we made 21 sets of profile measurements
between 25 October and 11 November 1981 using basically the boom configuration
shown in Fig. 1 (Andreas, 1982). Figures 3 and 4 show two representative profile sets.
The lines in these figures are the fits to the data obtained from Monin-Obukhov
similarity theory: we describe the similarity functions and our procedure in the
Appendix.

RUN 11

U

tf

rr

X — u

- T

0 -0

2.00 3.00 4.00 0.00

VELOCITY (M/S)

-9.90 -9.00 -4.90 -4.00 -3.90 -3.00 -2.90 -2.00

POTENTIAL TEMPERATURE (C)

1 1 1 1 1 1 1
2.00 2.29 2-90 2.79 3.00 3.29 3.90 3.79

SPECIFIC HUMIDITY (G/KG)

Fig. 3. The velocity, temperature and humidity profiles measured from the Somov at 22()9 GMT (also local
time) on 31 October 1981. The location was 62°5'S. 2°52'E. and the ship was at the downwind side of a

500-m-wide polynya.
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RUN 17

10
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A •-T

© -0

8.00 e.00 7.00 8.00 8.00 10.00 11.00 12.00

VELOCITY (M/S)

1 1 n 1 1 1 1
-8.80 -8.00 -7.80 -7.00 -8.80 -8.00 -9.90 -8.00

POTENTIAL TEMPERATURE (C)

1 1 1 1 1 1 1
0.78 1.00 1.28 190 1.79 2.00 2.29 2.BO

SPECIFIC HUMIDITY (G/KG)

Fig. 4. The profiles measured from the Somov at 2139 GMT (also local time) on 6 November 1981. The
location was 6P57'S, 1°13'E. and the ship was surrounded by small ice floeswith freezing going on between

them.

Table 1 contains the results of our Monin-Obukhov similarity analysis of the profiles in
Figs 3 and 4. The friction velocity, u„ and the sensible (HJ and latent (HL) heat flux
values appear reasonable. During Run 11 (Fig. 3) we were at the downwind edge of a
500-m-wide polynya. The surface layerwasvirtually isothermal, so both the sensible and
latent heat fluxes were very near zero. For Run 17 (Fig. 4) the surface was covered with
small ice floes with ice forming between them. Our computations show a moderate flux
of sensible heat from the relatively warm air to the colder ice. The air was dry enough,
however, for the latent heat flux to be upward, away from the surface—its preferred
direction over Antarctic sea ice (Andreas and Ackley, 1982).

Table 1. Surface flux values computed from the profiles shown in Figs 3 and 4. A positive
flux is upward; a negative one, downward

Run

11

17

Surface
conditions (ms-1) (Wm~:) (Wm"1

polynya 0.10 -0.18 -0.17

small floes with 0.28 -39.2 0.48

ice forming
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Figure 3, especially, suggests that our instrument mast—extending out from the rear,
starboard corner of the helicopter deck—was beyond the region affected by the ship. The
potential temperature profile in this figure is vertical: the values at the three levels are
within 0.01°C of each other. It is doubtful that, with the winds so light, we would ever
have seen such a homogeneous surface layer if the ship were affecting the flow out at our
instruments (cf. Stevenson, 1964). With the higher winds that we usually encountered,
we thus feel confident that our instruments were sampling undisturbed air.

We made all of our measurements well within the Antarctic sea ice, where the wave

environment was never very energetic, and, thus, have not tried deploying our boom on
a severely rolling ship. On one occasion, however, long period swell was penetrating the
ice so that the ship was rolling with a period of 13-14 sec. Although the instrument mast
was consequently experiencing oscillations with a peak-to-peak amplitude of 1.5 m, the
boom showed no signs of strain.

The highest winds in which we deployed the boom were roughly 20 m sec-1. Again it
showed no evidence of strain or instability, and. as usual, it took only two people to
deploy it and three to retrieve it.

CONCLUSIONS

We have described a simple, relatively inexpensive, easy-to-handle boom that we have
used to measure profiles and, thereby, the air-sea fluxes of momentum and heat from a
ship within the Antarctic sea ice. As important as the design of the boom, however, is the
idea of deploying it from a rear helicopter deck. A helicopter deck provides many
advantages that the typical mast or bow locations do not. Mast-mounted instruments are
often too far above the surface to be within the atmospheric surface layer—the constant
flux layer, where Monin-Obukhov similarity applies. They also suffer frequently from
flow distortion around the ship, regardless of its heading, and are relatively inaccessible.
The bow is also usually higher than the helicopter deck, has a high, solid rail around it
that makes it difficult to work from, and is often cluttered with windlasses, running lights,
hawsers, and such. A helicopter deck, on the other hand, is large, flat, and wide open.
And we have shown that with the ship oriented crosswind, instruments extended 6-10 m
out into the wind at roughly a 45° angle to the ship's axis are as well exposed as
bow-mounted instruments.

The boom could also be used for air-sea interaction measurements on other platforms.
Air-sea flux measurements are sometimes made from oil or gas platforms or other
permanent structures (Hicks and Dyer, 1970; Smith and Katsaros. 1981) that typically
have helicopter decks or other large areas of open deck space. A boom like the one that
we have described would be ideal for use on such structures.
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APPENDIX

Andreas et al. (1979) described our technique for obtaining fluxes from measured wind speed (U),
temperature (71 and specific humidity (Q) profiles using Monin-Obukhov similarity theory.
Briefly, we iteratively fitted the profile data with the models

U(z) = (U./*)[ln(z/20) - %JzlL)\ . (Al)

T(z) = T(zJ + f.[ln(z/zs) - tyh(z/L)] , (A2)

Q(z) = C?Us) + q. (ln(z/z5) - MzlL0)\ , (A3)

where z is the height: z„, the roughness length for velocity; zs, the scalar roughness length; and k,
von Karman"s constant (0.4). The tl/'s are the semi-empirical Monin-Obukhov similarity functions,
which are functions of the nondimensional stability parameters zIL and zILq.

For unstable conditions. £ < 0.

«M£) = 2 In [(1 +.v)/2] + ln[(l + x2)/2]

- 2 arctan (x) + -rr/2 . (A4)

»M0 - 2 1n[(l +x2)/2] , (A5)

where

x = (1 + B(/£)1/4 • (A6)

For stable conditions. £ > 0,

<U0 = MO = " PsC • (A7)

The constants that we used in Equations (A6) and (A7) were B„ = 16 and B5 = 7 (Large and Pond,
1982).

The u., t., and q, in Equations (Al) to (A3) are related to the momentum (t) and sensible (/Vs)
and latent (HL) heat fluxes and thereby link these fluxes to the measured profiles:

u. = (t/P)"2 , (A8)

t. = -HJo cp u. k . (A9)

q. = -HJp Lv u. k . (A10)
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Here p is the air density. cp is the specific heat of air at constant pressure, and L, is the latent heat
of vaporization (sublimation) of water (ice).

Finally, L and Lq are stability parameters with the dimension of length—Obukhov lengths—

Ln =

L =

1 1 + 0.61 Q
0.61

I 8 ^*J
-l -l

(All)

(A12)

where g is the acceleration of gravity, Q is a representative humidity, and T is a representative
temperature.
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ABSTRACT

Surface-level meteorological observations and upper-air soundings in the Weddell Sea provide the first in
situ look at conditions over the deep Antarctic ice pack in the spring. The surface-level temperature and
humidity were relatively high, and both were positively correlated with the northerly component of the 850
mb wind vector as far as 600 km from the ice edge. Since even at its maximum extent, at least 60% of the
Antarctic ice pack is within 600 km of the open ocean, long-range atmospheric transport of heat and
moisture from the ocean must play a key part in Antarctic sea ice heat and mass budgets. From one case
study, the magnitude of the ocean's role is inferred: at this time of year the total turbulent surface heat loss
can be 100 W m~2 greater under southerly winds than under northerly ones.

1. Introduction

Because Antarctic sea ice has an annual cycle that
ranges between a coverage of about 20 X 106 km2 at
maximum extent and only 3 X 106 km2 at minimum
extent, the surface energy fluxes in the Southern
Ocean undergo similar large changes (e.g., Gordon,
1981). Presumably then, Antarctic sea ice plays an
important role in the climate of the Southern Hemi
sphere: therefore, many have tried to relate sea ice
conditions to climatic variables or to the atmospheric
circulation around Antarctica. These studies fall into

three general categories: analyses seeking correlations
between sea ice and atmospheric variables without
regard to cause and effect: analyses presupposing that
the ice affects atmospheric circulation; and, conversely,
analyses assuming that the atmosphere forces the sea
ice. The fourth possibility, a feedback-coupled ice-
atmosphere system, has received little attention.

Fletcher (1969) initiated the correlation-type studies.
Using the scant data available before the satellite era,
he found a positive correlation between ice coverage
in Scotia Bay and the intensity of the zonal wind at
New Zealand. Streten and Pike (1980) continued this
line of research on a five-year record (1972-77) of
satellite-derived ice extent. They, too, found a corre
lation between the mean zonally averaged westerlies
and the latitude of the zonally averaged ice edge, and
increasing variability in the westerlies correlated with
increasing variability in the average ice extent.

Schwerdtfeger and Kachelhoffer (1973), Ackley and
Keliher (1976), and Ackley (1981) took the perspective
that changes in the sea ice cover were generally
forcing the atmosphere. Schwerdtfeger and Kachel
hoffer (1973) supported this view by showing signifi
cant correlation between ice extent and the frequency

Reprinted with permission.

of occurrence of cyclonic vortices: the latitude band
of maximum cyclone frequency seemingly moved
south with the retreating ice, and frequency maxima
occurred in the Weddell and Ross Seas, which Streten
and Pike (1980) identified as the regions of greatest
variability in ice extent. Ackley (1981) reiterated the
theme that variability in the ice extent corresponded
broadly with regions of high variability in the zonal
wind. In each of these studies, cyclogenesis driven by
the release of baroclinic instability near the ice mar
gin—where the meridional temperature gradient was
supposed to be strongest—was the postulated mech
anism for observed correlations between cyclones and
ice extent.

Taking the opposite viewpoint, Gordon and Taylor
(1975) proposed that atmospheric forcing through
Ekman divergence (e.g., Neumann and Pierson, 1966)
could explain the relationship between cyclones and
ice extent. A curl in the wind stress—a cyclonic
vortex—causes a general divergence in the oceanic
mixed layer: the ice spreads open, new ice forms, and
the ice field consequently expands. Ackley and Keliher
(1976), however, described a sea ice model that
predicts that ice of "normal" concentration will con
verge rather than diverge under a cyclonic vortex.

Although recognizing that Antarctic sea ice both
responds to and forces the atmosphere, Cavalieri and
Parkinson (1981) and Parkinson and Cavalieri (1982)
presented some persuasive evidence for another at
mospheric explanation of cyclone-ice correlations.
Figure 7 in Cavalieri and Parkinson (1981), also Fig.
2-9 in Zwally et al. (1983), shows the Weddell Sea
ice edge advancing under the southerly wind west of
a persistent low-pressure center; in their Fig. 11, the
ice edge retreats under a northerly wind east of
another persistent low. Though suggesting alternatives,
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their analysis left the actual physics of advance or
retreat unclear. Does a northerly wind carry enough
oceanic heat to melt ice, while a cold, southerly wind
forms it, or does a northerly wind compact it, while
a southerly wind distends it? That is, is the forcing
predominantly thermodynamic or dynamic? Hibler
and Ackley (1983) showed that the dominant forcing
depends on the season. On the basis of a numerical
sea ice model with rudimentary ice-atmosphere feed
back they found that, except in the western Weddell
Sea, the ice advance is primarily thermodynamic,
while the retreat depends on ice advection and the
presence of leads and so is largely dynamic.

This study provides some additional information
on the thermodynamic control of ice extent using
data collected in the eastern Weddell Sea in October

and November 1981 during a cruise on the Soviet
icebreaker Mikhail Somov (Gordon, 1982). Records
of surface-layer temperature and humidity and of
upper-air winds show that in the spring a northerly
wind can carry oceanic heat and moisture long dis
tances over the sea ice; similarly, a southerly wind
off the Antarctic continent remains cold and relatively
dry as it traverses the ice. The direction of the
geostrophic wind, therefore, has an important ther
modynamic role—as well as a likely dynamic one—
in the heat and mass budgets of Antarctic sea ice.

2. Observations

The Somov crossed the Antarctic ice edge at 56° 15'S
about midday on 20 October 1981. We worked in
the ice until 14 November, penetrating into the "deep
pack" (Ackley et ai. 1982) as far as 62°28'S—over
600 km from the ice edge (Fig. 1).

During this time we measured upper-air wind
profiles at 0000 and 1200 GMT (also local time)
using a Vaisala MicroCORA radiosonde system with
RS21-12CN sondes (Andreas and Richter, 1982).
Andreas (1983) tabulated all of these upper-air data.
The MicroCORA system uses the Omega navaid
signals to track the sonde; our wind speed measure
ments were accurate to better than 1 m s_l in this
region of the Antarctic (Olson, 1979). The measured
wind vector at 850 mb is used to represent the
geostrophic flow; this level, generally 1000-1200 m,
was always at or above the top of the atmospheric
boundary layer (ABL).

These in situ measurements of the geostrophic flow
are more reliable than winds estimated from the
analysis fields for this data-poor area; Fig. 2 confirms
this. The direction and speed of the measured 850
mb wind are compared in the figure with the geo
strophic wind at the Somov estimated graphically
from surface pressure charts. These charts were the
12-hourly Australian analysis fields provided by the
National Climate Center, Asheville, North Carolina.

Although the measured and estimated wind directions
agree well, the estimated wind speed tends to over
estimate the actual wind speed by about 50%. Hibler
and Ackley (1983) also documented discrepancies
between in situ measurements from the Weddell Sea
and analysis field values; they inferred that these
resulted because the Australian analysis ignores the
presence of the sea ice (S. F. Ackley, personal com
munication, 1984).

The Somov cruise produced a high quality set of
atmospheric surface-level temperature and humidity
data. These humidity data, in particular, are the first
accurate values ever measured over the deep Antarctic
pack. Three identical General Eastern 1200MPS tem
perature and dew point monitoring systems were
used for the measurements, each having its own
aspirated radiation shield that houses both temperature
and dew point sensors. The temperature sensor in
each aspirator is a platinum resistance thermometer
(PRT); the humidity sensor is a cooled-mirror dew
point hygrometer, with a second PRT sensing the
mirror temperature (the dew point). Both sensors
have calibrations traceable to NBS standards. The
calibration of each sensor was checked virtually every
day; therefore, the accuracy of individual temperature
and dew-point measurements was ±0.2°C at the
temperatures that we encountered.

One temperature/humidity unit was mounted on
a short boom on the bow of the Somov; the other

two were set up side-by-side in a well exposed location
on the (rear) helicopter deck; each was 11 m above
the surface. Generally, all three instruments were in
operation; the recorded observations were then the
averages of the three temperature or dew point values.
If one of the sensors was yielding spurious values,
however, we could ignore it and still have two values
for averaging. There was no evidence of systematic
differences in either variable between the bow and

helicopter deck locations.
Buck's (1981) method was used to convert dew

point and temperature values to vapor pressures and
standard methods were then applied to find specific
and relative humidity. To make the temperature and
humidity data compatible with the 12-hourly radio
sonde data, 12-hourly averages at 0000 and 1200
GMT were computed by applying a triangular
weighting function of 12-h base width to each data
series.

3. Results

Figure 3 shows time series of ship distance south
of the ice edge, the relative humidity (RH), the
specific humidity (Q). the air temperature (T), and
the northerly component of the measured 850 mb
wind vector (Kv). The relative humidity was high—
rarely did it fall below 75%. Andreas and Ackley
(1982) had previously assumed—in the absence of

134



738 MONTHLY WEATHER REVIEW

a*

Volume 113

90*W 90* E

2*w r o* r 2* 3 5* 6°E

4 Nov

63°

64*

65'

Fig. 1. Cruise track of the Somov Dots mark the beginning
of the indicated day.

reliable data—that the relative humidity in the Ant
arctic spring was approximately 60%. The air tem
peratures, though high by Arctic standards, seem
compatible with the contour plots for this time of
year as presented by Zwally et al. (1983). Their large
contouring interval and monthly averaging, however,
preclude a more meaningful comparison. No other
in situ data are available for comparison.

Visual inspection of the time series suggests a
source for the heat and moisture. Temperature and
humidity are well correlated and each seems correlated
with VN; that is, a northerly wind—off the ocean—is
relatively warm and moist; a southerly wind is cooler
and drier. There is no suggestion, however, that the
variables are correlated with distance from the ice

edge. Wexler (1959) also observed the strong poleward
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advection of oceanic heat, even at the South Pole;
but he found the heat there being carried higher in
the troposphere rather than in the atmospheric
boundary layer, as suggested here.

The cross-correlation functions of T, Q, and RH
with VN in Fig. 4 substantiate the foregoing intuitive
analysis. Both T and Q are correlated with VN with
better than 99% confidence for lags from -1 day to
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+V2 day. Relative humidity is correlated with VN moisture. The T-VN and Q-VN cross-correlations
with better than 99% confidence at zero lags. have main peaks at -Vi day; that is, T and Q are

The details of the cross-correlation functions imply best correlated with Vs when the wind time series
that the open ocean was a source for the heat and measured at the Somov leads the local temperature
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Fig. 4. Cross-correlation functions of temperature, specific humidity and relative
humidity with VN. Dashed lines delimit the 99% confidence interval.

and specific humidity time series by 12 hours. Note
that an air mass moving at 10 m s"1 (typical of the
850 mb wind) can cover 430 km in 12 h, roughly
our distance from the ice edge. The 12-h averaging
of the scalar series effectively extends this distance to
650 km. Thus, the location of the maxima in the T-
VN and Q-VN cross-correlations suggests that atmo
spheric transport of oceanic heat and moisture pro
duced the high temperature and specific humidity
events seen at the ship. The width of these main
cross-correlation peaks, 1.5 days, is an indicator of
the temporal variability within the ABL.

The K\\-VN cross-correlation is different than the
T and Q cross-correlations: it has a lower main peak
and significant correlation only at zero lags. Evidently,
relative humidity behaves differently than specific
humidity over sea ice. Specific humidity is a measure
of how much water vapor the air holds and, therefore,
has a strong temperature dependence. A warm air
mass can hold much more water vapor than a cold
air mass—hence the similarity between the T and Q
time series and the T-VN and Q-VN cross-correlation
functions. On the other hand, relative humidity,
which is the ratio of actual water vapor content to
potential water vapor content, is largely independent
of temperature. Throughout most of the year, the
deep Antarctic ice pack undergoes surface ablation.
The ablation rate depends strongly on wind speed.
An increase in the local wind speed will, thus, generally
cause an increase in the relative humidity, regardless
of wind direction. Consequently, the relative humidity
should be high when | VN\ is large (not just when VN
is large)and lower when | VN\ is small. In other words,
this effect tends to produce a good, positive correlation
between RH and VN when VN is large and positive
but a good, negative correlation when VN is large and

negative. It thus confounds the RH-l^ cross-corre
lation function at zero lags and explains why RH is
not as well correlated with VN as T and Q.

Another effect, however, is evidently strong enough
to give the significant correlation between RH and
Vfi at zero lags. An oceanic air mass moving south
across the sea ice would be cooled; its saturation
vapor pressure would consequently decrease. Even
without a change in its moisture content, its relative
humidity would therefore increase. Conversely, a
continental air mass moving north across the sea ice
would warm, and its saturation vapor pressure would
increase. With no change in its specific humidity, its
relative humidity would decrease. Thus, simple physics
leads to an inherent correlation between RH and VN.

Recognizing these opposing effects of local wind
speed changes and the meridional temperature gra
dient, we can infer what causes the significant main
peak in the RH- VN cross-correlation function. Long-
range atmospheric transport of water vapor and the
attendant effects of the meridional temperature gra
dient must have been responsible for the significant
cross-correlation. The main cross-correlation peak is
significant only at zero lags because the relative
humidity also responds immediately to changes in
the local surface wind. This effect, however, did not
destroy the peak entirely because the strongest winds
were northerly (VN positive, see Fig. 3).

The significant negative peak at a lag of —4 days
in all of the cross-correlation functions in Fig. 4
reflects the time scale of the atmospheric systems the
Somov encountered. That is, a lag of -4 days corre
lates the low temperature and humidity associated
with the southerly wind on the back side of a passing
low with the positive VN on its front side.

Since the 850-mb wind is not always available, the
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foregoing analysis was redone using 12 hourly averages
(again, triangular weighting function) of the northerly
component of the surface wind measured on the
Somov (VNs). With the fairly small turning angle over
sea ice (Brown, 1981; Thorndike and Colony, 1982),
VNs, not surprisingly, is well correlated with V_w.
Figure 5 shows that a linear dependence on VN would
explain over 70% of the variance of VNs. The width
of the cross-correlation peak, 1.5 days, again reflects
the temporal variability of the atmospheric boundary
layer.

The cross-correlation functions of T, Q, and RH
with VNs in Fig. 6 look much like those in Fig. 4.
Again, the T-VNs and Q-Vt\s correlations have main
peaks at a lag of —% day. Both correlation coefficients,
however, are slighty higher here than in Fig. 4—
probably a result of the enhanced VSs values resulting
from clockwise turning of the wind profile under
geostrophic winds predominantly from the northwest.
The width of the T and Q peaks, 2-2Kk days, is
similar to the peak widths in Fig. 4 and, therefore,
emphasizes the time scale of the temporal variability
over Antarctic sea ice.

The cross-correlation function of relative humidity
with VNs shown in Fig. 6 is strikingly similar to the
KH-VN function in Fig. 4. This similarity undercores
the importance of local wind events on the relative
humidity.

Although RH is significantly correlated with VNs
at a lag of -4 days, this is not so for either T or Q.
This is somewhat puzzling. Since Vs and VNs are
uncorrected at a lag of —4 days, it is not surprising
that T and Q are uncorrected with VNs there, although
both were correlated there with VN. I can suppose
only that the KW-VNs correlation at -4 days is a

combination of the very high VNs-VN correlation at
zero lags and the good (negative) RH-KV correlation
at —4 days.

4. Discussion

Though short, our time series imply that thermo
dynamic processes explain, in part, the observed
correlations between Antarctic sea ice extent and

atmospheric indices, at least in the spring. A northerly
wind can carry oceanic heat deep into the pack, while
a southerly wind can cool and dry the atmosphere
over a large area of the pack ice. Thermodynamic
processes at the ice surface are thus strongly coupled
to the geostrophic wind direction. Freeze and thaw
cycles or advance and retreat periods may thus be
episodic, especially in the spring and fall when the
energy budget of the ice is nearly balanced (Gordon,
1981). Andreas et al. (1984) also pointed out this
probable episodic behavior of advance and retreat
periods nearer the ice edge.

It is fairly easy to see that if the geostrophic wind
has a long open ocean fetch, it is indeed oceanically
derived heat and moisture that we are seeing 600 km
into the ice. Admittedly, the concentration ofAntarctic
sea ice is low by Arctic standards; the open water
could thus serve as a heat and moisture source under

the right conditions. A northerly wind in initial
equilibrium with the open ocean, however, does not
present the right conditions. The open water percent
age decreases poleward with distance from the ice
edge (Zwally et ai, 1983); the surface must also cool
with distance. An air mass crossing the ice edge and
moving southward could in no way be warmed or
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Fig. 6. As in Fig. 4. but for temperature, specific humidity and relative humidity
with Vn„. Dashed lines delimit the 99% confidence interval.

moistened above its oceanic equilibrium. It would,
in fact, cool and dry if the meridional temperature
gradient at the ice surface were strong enough. Our
observations that the temperature and humidity re
main surprisingly high under northerly winds, even
600 km from the ice edge, suggest that the temperature
gradient is rather weak in the spring. Andreas et al.
(1984) made the same observation in the Antarctic
marginal ice zone; in their study the surface-layer air
temperature under a northerly wind decreased only
about 1°C along a 150 km path over sea ice of
concentrations up to 80%. The many leads and
polynyas evidently prevent the ice surface from being
cooled much more than 10°C below freezing at this
time of year, even under a southerly wind.

To appreciate the magnitude of the surface flux
difference between northerly and southerly winds, let
us look at the conditions from 25-31 October. The
Fig. 3 time series show a southerly wind event from
27-31 October that produced the lowest temperatures
and humidities we encountered during the cruise. In
contrast, the 850 mb wind during the preceding two
days had a strong northerly component, and both
temperature and humidity were high. Let us put this
event in a synoptic context and then compute rep
resentative turbulent surface fluxes during the event.

Although surface pressure analysis fields for the
Southern Ocean are sometimes untrustworthy, let us,
at least qualitatively, assess the synoptic conditions
from 25-31 October 1981 (see Fig. 7). These maps
are again the Australian analysis fields from the
National Climate Center.

At noon on 25 October the Somov was just east of
a deep low, the geostrophic wind was, thus, northerly
and had a significant oceanic fetch. Figure 3 confirms
the northerly wind and shows that temperature and

humidity were both relatively high. During the next
two days the low passed directly over us, so at noon
on 27 October we were to its west; the geostrophic
wind at the Somov was consequently from the south.
The RH, Q, T, and VN time series in Fig. 3 all show
the consequences of the passage; the 850 mb wind
swung to the south, and the temperature and humidity
fell precipitously.

During the next two days another low pressure
center moved into our area, but it stayed somewhat
to the north; Fig. 7 shows the surface pressures at
noon on 29 October. This northerly low produced a
weak southeasterly wind at the Somov; Vs in Fig. 3
is thus near zero, but T, Q, and RH remain low.
Evidently, the air mass was of continental rather than
oceanic origin or had followed a very long path over
sea ice. As the low moved to the southeast, the
southerly winds behind it kept the temperature and
humidity low at the Somov for another day (Fig. 3).
Finally, yet another low approached from the west
and—since it was at roughly the latitude of the
Somov—brought northerly winds, higher tempera
tures, and moist air from the ocean to our region.
Figure 7 shows the synoptic situation at noon on 31
October, while Fig. 3 reflects the sequence of changes
associated with the approaching low that finally ended
the low temperature event.

Estimates of the surface sensible and latent heat

fluxes before, during, and after this event confirm the
influence of the geostrophic wind direction on the
surface energy budget. A simple flux-gradient iteration
procedure (described by Andreas et ai, 1984) was
used for these estimates: the data consisted of ship
board observations of wind speed and surface tem
perature, along with the temperature and specific
humidity values shown in Fig. 3. Table 1 summarizes
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the relevant observations and the associated fluxes
for the four cases represented by the maps in Fig. 7.

The fluxes in Table 1 clearly depend on whether
the air mass at our location was continental or
oceanic but are unrelated to distance from the ice
edge. Before the low temperature event on 25 October
and after it on 31 October, the oceanic heat and
moisture carried in on northerly winds kept the

surface-layer air near thermal equilibrium with the
surface. Sensible and latent heat losses from the
surface were thus minimal—in fact, on 31 October,
630 km from the ice edge, the air was transferring
heat to the surface. Since the net radiation budget
was negative on both 25 and 31 October, there was
likely some melting on these days. On 27 and 29
October, however, when the air mass was probably

141



May 1985 EDGAR L. ANDREAS 745

Table 1. Data and results of a flux-gradient estimate of the
turbulent sensible and latent heat fluxes (Time GMT).*

25 Oct 1981 27 Oct 1981 29 Oct 1981 31 Oct 1981

1200 1200 1200 1200

Distance (km) 430 540 570 630

l/ims"1) 9.0 12.0 10.0 8.0

rra -0.2 -11.1 -12.1 -2.3

T, (°C) 0.0 -3.5 -8.9 -3.6

C(io-} kg/kg) 3.85 1.53 1.02 2.94

a do-' kg/kg) 3.96 2.97 1.83 2.94

u. (m s_l) 0.31 0.45 0.36 0.24

H, (W m"2) 2 169 58 -15

HL (W m"2) 5 84 40 0

tf„(W m"2) -45 -110 -140 -380

*U = the wind speed at a reference height of 21 m; 7"and Q = temperature
and specific humidity at 11 m; T, and Q, = the temperature and specific
humidity at the surface; u, = the computed friction velocity; H, and HL
= the computed sensible and latent heat fluxes; Rn = the measured net radiation

(see Andreas and Makshtas, 1983). Positive fluxes indicate a transfer of heat

from the surface to the atmosphere.

of continental origin, the turbulent surface heat losses
were large. These losses overwhelmed the radiative
fluxes on 27 October and probably fostered ice for
mation. Ackley and Smith (1983) observed extensive
areas of grease ice on this day, substantiating this
heat budget analysis. By 29 October the ice surface
had cooled under the persistent cold winds; the
turbulent heat losses consequently decreased though
the winds were of similar strength. Adding a constant
oceanic conductive heat flux C of 20-25 W m~2
(Gordon et ai, 1984) into the surface energy budget,
we see that the ice was probably warming or melting
on that day, even with the low temperatures (i.e., Rn
-C + Hs + HL*s -60 W irT2). However, the cold
continental air kept this to a minimum, despite the
large shortwave flux to the surface.

Although it is always dangerous to extrapolate
from the specific to the general, these flux computa
tions at least suggest an order of magnitude for the
difference in the total turbulent surface flux between
northerly and southerly winds. In the spring a south
erly wind removes roughly 100 W m more heat
from the surface than a northerly wind. Or, expressed
in another way, a northerly wind makes a -100 W
m~2 difference in the surface energy budget. A flux
to the surface, constant at 100 W m"2, can melt 3
cm of ice per day.

The time series in Fig. 3 show no dramatic decrease
in temperature or humidity as our distance from the
ice edge increased from 200 to 600 km. Hence, a
northerly wind off the ocean can influence the surface-
layer temperature and humidity fields for distances
of at least 600 km from the ice edge; i.e., even at
maximum ice extent, marine air can reach roughly
60% of the Antarctic ice pack. At minimum ice
extent, it can reach virtually the entire pack. Contrast
this with conditions in the Arctic Ocean, which has
only a very limited open ocean boundary.

5. Conclusions

The temperature and humidity time series presented
herein are the first reliable, in situ measurements
from the deep Antarctic ice pack during its near-
maximum extent. Their main lessons are the temporal
variability of both fields and the relatively mild
conditions over the deep pack in the spring. The
correlations of temperature and humidity with merid
ional wind imply an important thermodynamic con
tribution to previously observed relationships between
sea ice extent and synoptic-scale atmospheric variables.
They do not, however, rule out a concomitant dy
namic contribution from the meridional wind stress.

This may be as important as the thermodynamics in
controlling ice extent, but the data are insufficient to
investigate it.

The results also have implications for modeling
both sea ice and the atmospheric boundary layer in
the Antarctic. Monthly mean geostrophic winds (e.g.,
Parkinson and Washington, 1979) are not adequate
for driving sea ice models. The day-to-day variability
of the wind leads to episodic behavior in the surface
energy budget. Atmospheric forcing fields updated
daily (e.g., Hibler and Ackley, 1983) would seem to
be a minimum requirement.

Because a northerly wind can still be losing heat
600 km from the ice edge, and because a southerly
wind crossing the continental boundary immediately
begins extracting heat and moisture from open water
areas within the sea ice, the ABL over Antarctic sea
ice is rarely in equilibrium with the surface. Modeling
it will consequently be a large-scale boundary layer
modification problem; one-dimensional models, which
are successful in the Arctic, would be hard to defend
here.
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Energy Exchange Over Antarctic Sea Ice in the Spring
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U.S. Army Cold Regions Research and Engineering Laboratory, Hanover, New Hampshire

Aleksandr P. Makshtas
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In October and November of 1981, during the U.S.-USSR Weddell Polynya Expedition, we made the
first measurements ever of the turbulent and radiative fluxes over the interior pack ice of the Southern
Ocean. The daily averaged, surface-averaged sum of these fluxes—the so-called balance, which comprises
the conductive, heat storage, and phase-change terms—was positive for all but one day during the cruise:
the ablation season had begun. Variability in the sum of the turbulent fluxes produced most of the
variability in the balance. And these turbulent fluxes generally correlated with the geostrophic wind—a
northerly wind (in off the ocean) transferring heat to the surface,and a southerly wind removing it.

I. Introduction

Although there have been many air-sea-ice interaction stud
ies over the interior of the Arctic ice pack [e.g., Untersteiner
and Badgley, 1965; Banke and Smith, 1971, 1973; Langleben,
1972, 1974; Thorpe et ai, 1973; Banke et ai, 1976, 1980; Boris-
enkov et ai, 1977; Leavitt et ai, 1977; Andreas and Paulson,
1979; Andreas et ai, 1979, 1981], inaccessibility had precluded
similar measurements over Antarctic sea ice. Instead, observa
tions in the Antarctic were confined near shore. Welter

[1968a, b~\ made one of the first Antarctic air-sea-ice interac
tion studies, collecting a full suite of radiation data and wind
speed and temperature profiles for 5 months on the seasonal
sea ice at Mawson. Allison [1973] and Allison and Akerman
[1980] continued these micrometeorological observations at
Mawson, and recently Allison et al. [1982] added oceano
graphic sampling and aircraft profiling of the atmospheric
boundary layer. Data from Antarctic coastal sites may not,
however, be representative of processes in the sea ice interior.
For example, energetic katabatic winds can periodically scour
coastal sea ice of its snow cover, thereby dramatically lower
ing its albedo [Weller, 1968a]. It is therefore essential to sup
plement these near-shore observations with ones from the in
terior pack.

The U.S.-USSR Weddell Polynya Expedition of October
and November 1981 [Gordon and Sarukhanyan, 1982; Gordon,
1982] on the Soviet icebreaker Mikhail Somov was thus an
important milestone in Antarctic research. Not only were we
the first since the German Antarctic Expedition of 1911-1912
[Brennecke, 1921] and the Shackleton Expedition of 1914—
1917 [Wordie, 1921] to visit the interior of the ice-covered
Weddell Sea region, we report here the first micrometeorologi
cal measurements ever made over Antarctic sea ice at other
than coastal sites.

The measurements that we will describe include 3-hourly
observations of the wind speed, temperatures of the air and of
the sea ice and water surfaces, humidity, incoming and reflect
ed shortwave radiation, and net radiation. We also measured
surface-layer profiles of wind speed, air temperature, and dew-
point temperature at selected stations. Last, we made upper-
air soundings every 12 hours. From these data we computed
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all but the storage, phase-change, and oceanic conduction
terms of the surface energy budget for both sea ice and open
water. The sum of these components, which we call the bal
ance, was positive when spatially and temporally averaged.
That is, the surface as a whole was gaining energy; spring had
begun. During periods of cold southerly winds, however, the
balance over open water areas was negative because the tur
bulent heat losses were still large enough to outweigh the
shortwave flux.

2. The Measurements

Because the original intention of our expedition was to
make atmospheric, oceanographic, sea ice, and biological ob
servations in the vicinity of the Weddell Polynya, which forms
periodically near Maud Rise (65°S, 2°E) [Gordon, 1978;
Carsey, 1980; Martinson et ai, 1981], the Somov entered the
Antarctic ice pack near 56°S and 3CE on October 20, 1981.
The polynya did not appear in 1981, unfortunately. We there
fore collected all of our data in fairly complete ice cover
(~90%) [Ackley and Smith, 1983; Comisoet ai, 1984] in what
Ackley et al. [1982] defined as the "deep pack," regions more
than 250 km from the ice edge. Figure 1 shows our cruise
track.

2.1. Time Series

Our analysis will focus on the time series of 3-hourly obser
vations that we made while within the limits of the pack ice.
Figure 2 shows the locations of the sensors that produced
these series. The air (TJ and wet-bulb (Tw) temperatures were
measured with thermistors mounted on a boom extending
from the bow of the Somov 11 m above the surface. We ob

tained the relative humidity (/) from these using standard
formulas. The wind speed (U) came from a propeller-vane
mounted 21 m above the surface on a midship mast.

The accuracy of shipboard measurements of meteorological
variables is always a question. Romanov et al. [1983] recently
demonstrated in a wind tunnel that shipboard wind speed
measurements are best made from a high mast, as ours were.
They found that at this location the relative error in wind
speed is less than 8% regardless of wind direction.

Our temperature sensors on the bow were potentially less
well exposed, especially in a following wind; but we found no
evidence of this. On occasion we mounted additional temper
ature and dew-point sensors on both the bow and the well-
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Fig. 1. The cruise track of the Somov. The dots mark the beginningof the indicated day.

exposed, rear helicopter deck [Andreas, 1985]. If the ship were
affecting the temperature and moisture fields, windward and
lee sensors would have read differently. These independent
bow and helicopter-deck sensors, however, showed no system
atic differences. Goerss and Duchon [1980] also found that the
ship did not affect temperature sensors mounted on bow
booms. We believe therefore that our temperature data are
accurate to ± l°C, and the relative humidity to ± 5%.

The surface temperature is a crucial parameter in any study
of heat and moisture transfer across an interface. The ocean-

ographers on the cruise provided us with the water surface

1

temperature [Huber et ai, 1983]. Except on November 13,
when it was —1.78°C, that temperature was always —1.84° or

-1.85°C.

We measured the ice surface temperature (Tict) with a ther
mistor protruding from a Styrofoam block. We lowered this
assembly from the bow of the Somov onto sea ice yet undis
turbed by the ship. The block rested flat on the ice or snow
surface; the thermistor thus measured the temperature of a
very thin surface layer. To make each observation repre
sentative, we sampled several floes ahead of the ship and then
computed an average temperature. With this method we could
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Fig. 2. Locations of sensors on the Somov.

make measurements whether the Somov was moving or
stopped.

Figure 3 shows the series of our 3-hourly observations of
wind speed, air and ice surface temperatures, and relative hu
midity. The wind speed averaged about 8 m/s but was highly
variable. The temperature was relatively mild except for the
dramatic event from October 27 to 31. The relative humidity
was fairly high, 80-90%, and was moderately well correlated
with the air temperature. Andreas [1985] elaborated on this
correlation. The gap in the Tict series around November 2 will
appear in some of our subsequent heat flux series. The Somov
spent this day on station in a small polynya; we were therefore
unable to measure any ice surface temperatures.

The bow boom also had upward looking and downward
looking pyranometers and a net radiometer for measuring,
respectively, the global incoming shortwave radiation (Qs), the
reflected shortwave radiation (Qr), and the net all-wave radi
ation (Qnct). The bow boom provided good exposure for the
upward looking pyranometer; shadowing by the ship should
have been minimal. Though hardly an ideal location, the bow
boom is also clearly the best place for a shipboard measure
ment of Q, and Qnel, since here the sensors have the least
obstructed view of the surface. Nonetheless, we worry how the

ship's hull may have affected these measurements. The mea
sured albedo values (Qr/Qs) were typically 0.5-0.6 and thus
seem somewhat low compared with the range 0.6-0.7 reported

by Predoehl and Spano [1965] and by Spano [1965] over the
Ross Sea and by Weller [1968a] on the shore-fast ice at
Mawson. These lower values, however, might be more a
consequence of the ubiquitous, though small, open water areas
we encountered than of spurious absorption by the hull. The
adverse effects of the hull on the Qntt measurement tended to
cancel each other; the hull would have lowered Qr but in
creased the emitted longwave radiation. In subsequent sec
tions we discuss further how we handled inconsistencies in the

Qr and Qntx measurements.
Andreas and Makshtas [1983] discussed and tabulated all of

the surface-level meteorological data that we have been de
scribing.

2.2. Profile Measurements

We supplemented these time series with measurements of
the surface-layer profiles of wind speed (U), temperature (T),
and specific humidity (Q) when the Somov was on station. Our
profiling instruments were mounted on a boom that extended
from the rear, starboard corner of the helicopter deck at the
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11.5m i,

Fig. 4. The profiling boom deployed from the helicopter deck of the Somov. U, T,and Qindicate locations of the wind
speed, temperature, and humidity sensors. An acoustic distance sensor at the base of the mast measured the height above
the surface.

stern of the Somov (Figure 4). Because this was a multidisci
plinary cruise, with physical, chemical, and biological ocean
ography programs, as well as air-sea-ice interaction research,
we chose this location to minimize station time. All of the

oceanographic sampling was done using starboard winches
with the Somov oriented crosswind. With our boom on the

helicopter deck, we could make simultaneous profile measure
ments in the undisturbed air skirting the rear of the Somov.
Andreas et al. [1984a] described the boom assembly more
completely and discussed empirical evidence, both ours and
others', suggesting that the instruments on the boom were
indeed sampling air unaffected by the ship. Just briefly, Mollo-
Christensen [1979] recommended that, to sample undisturbed
air, instruments must extend upwind a distance greater than
the ship's freeboard, in this case about 6 m because the Somov
is relatively open under the helicopter deck. Figure 4 shows
that our instruments were about 8 m upwind from the hull.

The instruments on the boom were propeller anemometers

for measuring wind speed, platinum resistance thermometers
for temperature, and cooled-mirror dew-point hygrometers for
humidity (dew point). R. M. Young manufactured the propel
ler anemometers; General Eastern, the temperature and dew-
point sensors. We pointed the sensors into the wind during
our runs by rotating the mast holding them, using the wind
vane atop it for reference.

We feel that these were high-quality temperature and hu
midity measurements: the hygrometers measured a fundamen
tal humidity variable; the calibration of both temperature and
humidity sensors was very stable; and we intercalibrated in
struments before and after each pair of profiling runs. The
calibration of the propeller anemometers was even more
stable, and we also intercalibrated these once late in the cruise

[Andreas et ai, 1984a]. Andreas and Makshtas [1983] de
scribed the instruments on the profiling boom in more detail,
discussed the data reduction, and tabulated all the profile
data.

Table 1 lists the details of each set of profile observations

and describes the upwind surface conditions. Figure 5 shows
the measured profiles. Some of the temperature and humidity
profiles reflect the complexity of the surface conditions de
scribed in Table 1. To simplify things, we divided the profile
measurements into two groups, those made over a surface that
was predominantly water (runs 1, 2, HA, I IB, 12, 13, 14, and
21) and those made over ice (the rest). Despite the often
broken-up nature of the surface, this division is meaningful
because the internal boundary layer, a region of modification,
existing in a flow encountering a surface step change from
water to ice or vice versa is very shallow [Rao, 1975; Andreas
et ai, 1979, 1981]. Thus because the lowest of our profiling
instruments was at roughly 4 m, our instrument mast should
have been sampling air that was in quasi-equilibrium with the
surface [Andreas, 1982]. In other words, since the surface in-
homogeneities may have been numerous but were generally
small, the surface conditions would seem horizontally homo
geneous to instruments far enough (order meters) above the
surface. We thus used flux-gradient techniques [Businger et ai,
1971; Dyer, 1974] to obtain surface heat fluxes from both
these profiles and the time series.

2.3. Upper-Air Soundings

We made routine upper-air soundings every day at 0000
and 1200 UT with a Vaisala MicroCORA automatic sounding
system [Andreas and Richter, 1982]. The MicroCORA radio
sonde measures profiles of pressure, temperature, humidity,
and the wind vector. The upper-air wind information is es
pecially important in understanding the surface energy ex
change, as we will explain shortly. We believe the accuracy of
these Omega-derived winds is as Olson [1979] estimated it for
this region, ± 1 m/s. Andreas [1983] gave more details of the
Somov's upper-air program and tabulated all of the upper-air
data collected during the expedition.

Figure 6 shows the time series of the wind vector at 850
mbar as measured from the Somov. We assume that this vector

represents the geostrophic flow, since the 850-mbar level, gen-
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TABLE 1. Chronological Listing of the Profiling Runs and a Summary of Upwind Surface Conditions

Run

Date

(1981) Time*

Duration,
min Surface Conditions

Oct. 25 2304 45 5 and 10-m floes for 100 m upwind—ice
concentration 50%. Ice concentration 90%

for next 100 m. Continuous ice beyond 200 m.
Small, broken floes and slush for 50 m

upwind—ice concentration 70%. Broken floes
with ice coverage 100% from 50 to 150 m
upwind. Continuous, smooth first-year floe
beyond 150 m.

Small, broken floes for 200 m upwind.
Continuous, smooth floe beyond 200 m.

Same as run 5.
Open water for 30 m upwind. Smooth, unbroken

floe beyond.
Same as run 7.

20-m diameter floe under instrument mast.

For more than 500 m upwind from this, small,
10 Oct. 30 2331 45 broken floes of 3-5 m predominated. Space

between these filled with brash ice and slush
giving an ice concentration of more than 90%.

Open water for 500 m upwind.
In a small polynya. Winds calm or sometimes

across the helicopter deck from the port side
of the ship.

About 2 km of open water upwind.
Same as run 13.

Instrument mast over open water but only
2-3 m downwind from the edge of a large,
first-year floe. 20-m wide lead across this
floe about 500 m upwind. Smooth ice beyond.

For 300 m upwind, a few scattered, small
floes with ice forming between them. Open
water from 300 m to 1 km upwind. Continuous
floe of first-year ice began at 1 km and
continued upwind.

Open water under instrument mast and for 10 m
upwind. For 75 m beyond this, thin (~ 25 cm)
pancake ice and slush. From here to 700 m,
larger floes (~ 50 m) of thin ice with open
water between. Floe of first-year ice
continued from here upwind.

21 Nov. 11 2210 47 Open water with one or two larger floes
(~ 50 m) for 300 m upwind. Beyond 300 m,
thicker ice (— 1 m), somewhat ridged, and
containing a few open water areas—
concentration 90%.

2

3A

Oct. 26

Oct. 26

0056

2337

45

28

3B Oct. 27 0006 29

4

5

Oct. 27

Oct. 28

0055

2304

45

32

6

7

Oct. 29

Oct. 29

0026

2134

36

46

8

9

Oct. 29

Oct. 30

2255

2221

45

32

11A Oct. 31 2209 7

11B Oct. 31 2216 38

12 Oct. 31 2323 32

13 Nov. 2 1306 31

14 Nov. 2 1420 33

15 Nov. 4 2256 48

16 Nov. 5 0023 38

17 Nov. 6 2139 48

18 Nov. 6 2258 43

19 Nov. 11 0012 42

20 Nov. II 0115 22

•UTandLT.

erally 1000-1200 m, was always at or near the top of the
atmospheric boundary layer (ABL). In Figure 6 a, vector
above the 0-m/s line represents a northerly wind; thus most
of the winds in the figure are northwesterly. Figure 6 does,
however, show an event starting on October 24 that we will
find significant later. Prior to October 24 the geostrophic wind
was westerly. On October 24 it turned northerly and main
tained this direction for 2 days. Then on October 27 it re
versed and blew generally from the south until October 31. In
other words, we experienced a strong northerly flow, in off the
open ocean, that was followed quickly by a strong southerly
flow, from the cold continent. We will discuss this week-long
event more in our subsequent analysis.

3. Analysis

3.1. Turbulent Fluxes

To obtain the sensible (Hs)and latent (//J heat fluxes from
both the time series data and from the surface-layer profiles,
we used the flux-gradient method. The appendix describes our

procedure. Clearly, to estimate heat fluxes from the time series
data, we had also to specify the surface conditions: U(z0) = 0,
0(zo) = T0, and Q(z0) = Q0, where z0 is the roughness length,
0 is the potential temperature, T0 is the surface temperature,
and Q0 is the specific humidityxof air in saturation with an ice
or seawater surface at temperature T0. (See Buck [1981] for
equations relating saturation vapor pressure to temperature.)
With profiles consisting of only the surface and one other
level, the flux-gradient method is essentially a bulk-
aerodynamic computation in which the bulk transfer coef
ficients for heat (CH) and moisture (CE) are specified:

Hs = CHpcpUr(T0 - 0P)

HL = CEpLvUr(Q0 - Qr)

(1)

(2)

Here p is the air density; cp, the specific heat of air; L„, the
latent heat of vaporization (sublimation) of water (ice); and
Ur, 0„ and Q„ the wind speed, potential temperature, and
specific humidity at some reference height.

Although our surface-layer profiles had three levels above
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the surface, we found that to compute H, and HL accurately,
we ultimately had to include the surface conditions in these
also. The flux-gradient method is thus here, too, tantamount
to a bulk-aerodynamic computation. But with three levels
above the surface, it is, in effect, a statistical procedure for
determining Ur, 0„ and Q, and thus should be better than
relying on single-level measurements of these.

For both the time series data and the surface-layer profiles,
we used z0 = 0.02 cm when the surface was ice [Banke et ai,
1980] and z0 = 0.01 cm when it was water [Large and Pond,
1981]. These values imply that for neutral stability the transfer
coefficients are CD = CH = CE = 1.37 x 10"3 over ice and
CD = C„ = C£ - 1.21 x 10~3 over water, where CD is the
drag coefficient.

We computed the turbulent fluxes over both water and ice
from each set of 3-hourly observations of wind speed, temper
ature, and humidity by using the measured T0 values for ice
and water and by assuming U, Ta, and / were independent of
the surface type. In other words, we assumed that the ABL

was well mixed. This is reasonable in view of the ABL poten
tial temperature profiles that Andreas [1983] showed and
since the open water areas were seldom large enough to
modify the wind and scalar fields appreciably at the heights
where we measured U, Ta, and/

Figure 7 shows the time series of computed sensible and
latent heat fluxes over both ice and water. A positive value
represents an upward flux, a flux from the surface to the air. In
the figure we also plotted the fluxes computed from the profil
ing runs. In general, the two methods of flux computation are
consistent.

At this time of year the fluxes over water are more variable
and have more extreme values than those over ice. There is

also a conspicuous difference in the magnitudes of the sensible
and latent heat fluxes over water; this difference is much less
over ice. In Figure 7, notice especially the large heat losses
from open water on October 27-31. These were driven by the
southerly wind event that we mentioned earlier. The open
water was thus generally losing both sensible and latent heat

Fig. 6. Time series of the 850-mbar wind vector. Vectors above the 0-m/s line indicate northerly winds.
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Fig. 7. Time series of sensible and latent heat fluxes over ice and over open water areas within the pack ice. The solid
markers are profile measurements of the fluxes, with the run numbers indicated (Table 1).

to the air until late in the cruise. In contrast, the sensible heat
flux over ice was as often negative as positive. The latent heat
flux over ice, however, was rarely negative.

13.2. Radiative Fluxes

The net radiation at the ice or seawater surface is

Qn., = 6, - G, + <2u - Qu (3)

Our convention is that the shortwave fluxes and the incoming
(Qn) and emitted (QL1) longwave fluxes are all positive.
Hence, Qnt, is positive if the surface is gaining energy. As with
the turbulent fluxes, we evaluated each of the components in
(3) over both ice and water.

Remember, we measured Qntl, Q„ and Q, at 3-hourly inter
vals. We assumed Q, would be the same over both ice and
water and computed Qrover water using Payne's [1972] tabu
lated sea surface albedo values. This computation required
that we find the sun altitude A and the atmospheric transmit-
tance,

Tr = Q/2/S0 sin2 A (4)

where r is the ratio of actual to mean earth-sun separation,
and S0 is the solar constant, 1353 W/m2. With A and Tr, we

selected an albedo value, a, generally 0.07, from Payne's table
and computed

Qr = «Q, (5)

Over ice we took the measured Qr value as the reflected
shortwave radiation. But if the Somov was in open water when
the radiation measurements were recorded, we computed Qr
from Q, using a sea ice albedo of 0.64, a value representative
of those reported by Spano [1965] and Predoehl and Spano
[1965] for the Ross Sea in October and November.

We computed the emitted longwave radiation over both
water and ice from the measured surface temperatures and
observations of cloud cover:

etT=(l-0.11c)£aT0* (6)

Here a is the Stefan-Boltzmann constant (5.67032 x 10~8 W
m-2 K-*^ 7Q js now the surface kelvin temperature, and i is
the surface emissivity, assumed to be 0.97 for both sea ice and
seawater [Zillman, 1972; Reed, 1976; Comiso, 1983]. The
factor in parentheses in (6) accounts for the effects of clouds
[Kondratyev, 1969, p. 577], where c is the cloud cover in octas.
On only rare occasions was c other than 8.

For the over-ice case, we thus had every term in (3) except
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Fig. 8. Time series of the incoming shortwave flux and the net radiation balance over sea ice and over open water.
Notice, Q, is necessarily the same in both figures.

QLl; we therefore computed it from (3). As a consistency
check, we compared this value with

Qu' = U - 0.11c)[0.601 + 5.95 x 10"5<?a exp (1500/rfl)]aT/

(7)

where Ta is the air temperature in kelvins, and ea is the vapor
pressure of the air in millibars. The term in square brackets in
(7) is Idso's [1981] atmospheric emissivity, modified to reflect
the cleaner air in the Antarctic [Idso, 1980; Andreas and
Ackley, 1982]. Generally, the values of QLi computed from (3)
and (7) agreed fairly well. But if the QLl value computed from
(3) was negative or larger than QL1, we used QLl' instead and
recomputed Qnc, from (3) rather than using the spurious mea
sured value. Since QLl is independent of the surface type, we
then assumed that the QLl value we found over ice was the

same as over water. Therefore we had all of the components to
compute Qatlover water from (3).

If our radiation measurements happen to have been made
over water, we simply used QBtt as the over-water value and
went through the procedure described above to find QLi and
Gn«. over ice.

Figure 8 compares Q, and Qnct over water and over ice.
(Remember, Q, is the same in both figures.) The peak value of
Qs is fairly constant because the cloud cover was generally
total; the maximum value on October 23 is the consequence
of our one clearing episode. Because of the low albedo of open
water, Q, clearly dominates the net radiation budget over
water. Over ice, on the other hand, Q, is typically twice as
large as Qntt during the day. At night, Qn„ is negative over
both surfaces but rarely has an absolute value larger than 20
W/m2.

153



7208 Andreas and Makshtas: Energy Exchange Over Antarctic Sea Ice in Spring

2? 23 24 25 26 27 28 29 30 31
700 , 1 1 1 1 —i 1 , 1 1_

3 4 5 6 7 8 9 10 II 12 13 14
H 1 1 1 1 • 1 1 1 1 1

-* 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 I h
298 306 308

JULIAN OAY

J 200 - •

306 308

JULIAN OAY

Fig. 9. Time series of B over sea ice and over open water areas within the ice cover.

3.3. Surface Energy Balance

From the radiative and turbulent flux components we com
puted the surface energy balance,

B = QS-Qr + Qn- Cm -H.-Ht (8)

over both water and ice (Figure 9). With our sign conventions
on the individual flux components, B is positive if the total
flux is toward the surface (downward)—if the surface is gain
ing energy.

B is the sum of the terms in the surface energy budget that
we have not measured—the phase-change term, the net-
storage term, and the oceanic conductive flux term. Gordon et
al. [1984] estimated that the conductive flux from the ocean to

the surface during our cruise was 20-25 W/m2; this term is
small compared with the variability of B. In contrast, the
phase-change and storage terms can be large. The heat storage
capacity of sea ice is a strong function of its temperature and
salinity. For the typical ice salinities (5%o) and thicknesses (0.8
m) that we encountered [Clarke and Ackley, 1984], a temper
ature increase in the ice of l°C/d could be a heat sink of
100-500 W/m2. Melting 6 cm of ice per day would require 200
W/m2. Because these sink terms are comparable in magnitude
to the variability in the balance shown in Figure 9, during the
day, when the balance is large, the ice must have been warm
ing and perhaps even melting.

To get a picture of how much the open water areas contrib
ute to the various terms in the surface energy budget, we
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Fig. 10. Time series of daily averaged B values over sea ice, over open water, and averaged over the entire surface.

computed a surface average of each term by weighing it with
the appropriate surface concentration. That is,

F = yF( + (1 - y)FM (9)

where F( is any over-ice flux component; Fw, the same flux
over water; y, the ice concentration; and F, thus the surface
average of the particular flux. Except late in the cruise on
November 11-13, when we found y generally smaller, ship
board observations placed its value at 0.9 for virtually all
observations in our analysis [Ackley and Smith, 1983].

To remove the diurnal variations and thus to make the data

easier to assimilate, we also averaged the fluxes by days.
Figure 10 shows the daily averaged values of the balance over
ice, over water, and averaged over the entire surface. Although
the balance over water has much larger variability than that
over ice, because of the small open water fraction, the differ
ence between the over-ice and surface-averaged values was
seldom more than 15 W/m2.

Figure 11 repeats the B series from Figure 10 but presents it

in the context of the other daily-averaged fluxes. In this figure
we reverse our sign convention for Qs, QLl, and B to indicate
that these are downward fluxes. In other words, in the figure a
positive flux is a surface loss (upward); a negative flux is a
surface gain (downward).

Since over ice QLl and QL1 are nearly equal but opposite,
and because Q, is a mirror of Q„ the variability in H, + HL
dictates the variability in B. Q, —Qr sets its average value.

Over water much the same thing happens. Again QLl and
QL1 are nearly equal and opposite; Q, —Q„ which is much
larger over water than over ice, sets the general level of B, and
the variability in H, + HL leads to the variability in B. For
example, the large surface heat loss event (positive B) on Oc
tober 28-30 corresponds with the very large turbulent losses
during that period.

4. Discussion

It is interesting to compare our daily-averaged turbulent
fluxes with the monthly-averaged values from Maykut's
[1978] numerical model of the central Arctic. Generally, the
two studies show the same trends. In the spring Maykut's

monthly-averaged sensible and latent heat fluxes are upward
over both open water and ice 1 m thick or less. Our results
usually concur, but with our shorter averaging time we see
occasions when H, can be downward over ice. Both H, and
HL can be downward over water because the water temper
ature must remain around -1.8°C while the ice surface and

the air can warm to 0°C. The total turbulent flux over water

and over ice in the spring is another similarity between our
results and Maykut's [1978] Arctic model. Although there are
no measurements from the interior Antarctic ice pack in
winter, in the Arctic the turbulent loss from open water can
total over 600 W/m2 [Maykut, 1978; Andreas et ai, 1979],
while the flux over 1-m-thick ice will be well under 100 W/m2.
In spring, on the other hand, both Maykut's model and our
measurements show turbulent fluxes of similar magnitude over
water and ice. Only under the cold, southerly winds during
October 28-30 was the sensible heat loss from open water 100
W/m2 more than the loss from the ice.

As Figure 10 shows, the surface-averaged, daily-averaged
energy balance during our cruise was positive on all days
except November 5, when the wind was high enough and the
air temperature low enough to force large turbulent heat
losses (Figure 11). That is, throughout our cruise the surface
was gaining more energy than it was losing. Spring had begun.
Since the balance comprises conductive, heat-storage, and
phase-change terms, we expect the ice to have been warming
and perhaps even melting during the cruise. Independent ob
servations from the cruise qualitatively confirm our energy
balance calculations. Although the log of ice observations
[Ackley and Smith, 1983] mentions freezing in leads as late as
November 3, S. F. Ackley (personal communication, 1983) saw
no evidence of freezing at the ice underside in any of the 27 ice
cores that he collected between October 22 and November 11.

Measurements by Gordon and Huber [1984] also suggest that
there was no freezing at the ice underside. They reported that
the average oceanic mixed layer temperature during the ex
pedition was slightly but significantly (0.035°C) above the
freezing point.

With a positive balance term, the sea ice must eventually
have warmed to its freezing point and begun melting. Comiso
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Fig. 11. Time series of the daily averaged components of the sur
face energy budget over sea ice. over open water, and averaged over
the entire surface.

et al. [1984] bracketed the time when melting began. From
satellite microwave emissivity values, they inferred increasing
surface wetness in the vicinity of the Somov from November 1
to 13, with "widespread" melting by November 13. The Soviet
ice log [Ackley and Smith, 1983] confirms the general time of
this transition to melting with entries mentioning rotting ice
from November 9 on. Our results are consistent with these

observations. In Figure 10 the surface-averaged balance jumps
from a negative value to a relatively high value on November
6 and remains at that level until the end of the record. The ice

undoubtedly responded to this higher energy input.
Figures 3 and 6 put the transition to melting in a synoptic

context. Both the air and ice temperatures rose dramatically
on November 7 and hovered near 0°C until the end of the

cruise (Figure 3). Thes higher temperatures were due to the
predominantly northerly winds from November 7 on (Figure
6)—winds that brought in heat from the open ocean. Thus
although the ice may have been warming, widespread melting
probably did not begin until the geostrophic wind swung
northerly, began carrying in large quantities of heat from the
ocean, and thus pushed the balance term to over 70 W/m2.

The large turbulent fluxes over open water on October
27-31 (Figure 7) were the consequence of a cold southerly
wind, presumably from the Antarctic continent. These losses
led to the smallest nonnegative surface-averaged balance
terms of the cruise (Figure 10). We thus see again the impor
tance of the geostrophic wind on the surface energy budget
(also Andreas [1985]). Even 500-600 km from the ice edge, as
we were from October 26 to November 8, a northerly wind
carries enough oceanically derived heat to preclude large tur
bulent losses, even from open water.

This observation and the findings of Andreas et al. [19846]
imply a distinct difference between the processes that affect the
surface energy budgets over sea ice in the Arctic Ocean and in
the Southern Ocean. Because atmospheric advection can evi
dently carry heat from the ocean as far as 600 km over pack
ice, more than half of the Antarctic seasonal sea ice is within
the potential influence of the open ocean. The Arctic Ocean, in
contrast, is surrounded by land and therefore is largely iso
lated from open ocean heat sources. Only in the narrow
region between Greenland and Norway and in the Bering Sea
is Arctic sea ice in proximity with the open ocean. Here, as in
the Antarctic, heat advected from the ocean may play an im
portant role in the annual sea ice retreat.

5. Conclusions

Using time series of wind speed, temperature, humidity, and
radiation measured in the atmospheric surface layer, we have
made the first in situ determination of the turbulent and radi

ative fluxes in the surface energy budget of the deep Antarctic
ice pack. During our October-November cruise the sum of
these fluxes, which we call the balance, was generally positive
for both ice and open water. The surface was thus gaining
more energy than it was losing. The ablation season had
begun.

Incoming shortwave radiation dominates the surface energy
budget for both ice and water at this time of year, despite
almost complete cloud cover. That dominance is especially
pronounced for open water because of its very small albedo;
only in one case of persistent, cold southerly winds did the
turbulent fluxes from open water outweigh the incoming
shortwave term. The longwave radiation terms are of similar
magnitudes for sea ice and open water and account for a fairly
constant surface loss of 10-15 W/m2.
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Because the cloud cover was virtually constant, the varia
bility in the sum of turbulent fluxes produced most of the
variability in the balance terms for both water and ice. And
this variability in the turbulent fluxes correlated with the di
rection of the geostrophic wind. Even 600 km from the ice
edge, northerly winds (from the open ocean) were still losing
heat to the relatively cooler ice and water surfaces. Cold
southerly winds, on the other hand, removed heat from the ice
and, especially, from the open water.

Modeling Antarctic sea ice will consequently be more com
plex than modeling sea ice in the central Arctic, which is
virtually isolated from the open ocean. It will evidently be
necessary to consider the entire atmospheric boundary layer
in Antarctic models rather than just the atmospheric surface
layer, as is the practice in the central Arctic. Models developed
especially for the Arctic marginal ice zones, i.e., the Bering,
Greenland, and Norwegian Seas, would be more applicable in
the Antarctic.

6. Appendix: The Flux-Gradient Method

The flux-gradient method for obtaining fluxes from the
measured wind speed (U), potential temperature (0), and spe
cific humidity (Q) profiles is based on Monin-Obukhov simi
larity [Businger et ai, 1971]. The approach is to fit the profile
data with the models

U(z) = (um /k)[ln (z/z0) - tpm(z/L)-\ (A1)

0(z) = 0(zo) + t,[ln (r/z0) - <h(z/D] (A2)

QXz) = QXz0) + a,[ln (z/z0) - «Mz/LQ)] (A3)

where z is the height; z0, the surface roughness; k, von
Karman's constant (0.4); 0(zo) = T0 and Q(z0) = Q0, the mea
sured surface temperature and humidity; and the ip's, the
semi-empirical Monin-Obukhov similarity functions, which
depend on the stability parameter £ (= z/L or z/LQ).

For unstable conditions (C < 0) [Paulson, 1970],

ipJO = 2 ln [(1 + x)/2] + ln [(1 + x2)/2]

- 2 arctan (x) + n/2 (A4)

iptf) = 2 ln [(1 + x2)/2] (A5)

where

x = (l-PuQu* (A6)

For stable conditions (C > 0) [Webb, 1970],

yU0 = <K(0 = -A* (A7)

In (A6) and (A7) we used the constants suggested by Large
and Pond [1982], Bu = 16 and B, = 7.

The u,, r„, and qt in (A1HA3) are related to the surface
stress (t) and to the sensible (Ht) and latent (HL) heat fluxes
and thus link these to the measured profiles:

U„ = (T/p)1'2

t« = -Hs/pcpu^k

q* = -HJpLvumk

(A8)

(A9)

(A 10)

Here p is the surfaceair density, cp is the specific heat of air at
constant pressure, and Lv is the latent heat of vaporization
(sublimation) of water (ice).

Finally, L and LQ are Obukhov lengths—stability
parameters—

Lq = 0_1[(1 + 0.6l£)/0.61]K2/fc2aJ (All)

L = {[(77aXu,2/*2rJ] ••> + LQ'1}'1 (A12)

where a is the acceleration of gravity, Q is a representative
humidity, and T is a representative temperature. Notice, in
(Al) and (A2) we use L as the stability parameter for velocity
and temperature, but in (A3) we use LQ for humidity. McBean
[1971] explained that unless a passive scalar, such as humidi
ty, is highly correlated with temperature, L is not the proper
scaling length [c.f, Dyer, 1974]. A length scale based on the
flux of the passive scalar alone, such as LQ is for humidity, is
instead a more meaningful parameter.

The flux-gradient procedure is an iterative one. We first
assumed neutral stability: that is, z/L = z/LQ = 0; thus ij/m =
*Jih = 0. Fitting the profile data with least squares linear re
gression lines according to (A1HA3) then yielded initial
values of u9, tm, and qm, which we used, in turn, to estimate L
and LQ. With these first estimates of the Obukhov lengths we
could begin accounting for the effects of stability in the model
equations by computing the ip values. Another least squares fit
of the stability-corrected profile data resulted in new and
better estimates of u„, f^, and q„. We then recomputed L and
Lq. The iteration continued as such until for each profile the
relative change in the sum of squared deviations between suc
cessive iterations was less than 0.1%, never more than four
iterations.
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Atmospheric boundary layer
measurements in the Weddell Sea

Edgar L. Andreas

U.S. Army Cold Regiens Research and Engineering Laboratory
Hanover, New Hampshire 03755

The atmospheric boundary layer component of the Weddell
Polynya expedition (WEPOLEX-81) was one of the most intensive
measurement programs ever carried out over floating ice in the
Antarctic. Our research involved four distinct, yet complemen
tary, sampling programs: upper-air soundings, surface-layer
profiling, spectral measurements of surface-layer turbulence,
and routine meteorological observations.

Two radiosonde systems for upper-air sampling were avail
able on the Mikhail Somov. We used the MicroCORA automatic

sounding system, manufactured by Vaisala of Helsinki, Fin
land, to make soundings of wind velocity, temperature, humid
ity, and pressure at 0000 and 1200 Greenwich mean time each
day. Between 15 October and 16 November 1981 we collected 65

-Q DIRECTION

11.5m

6.5 m

4.0 m

i.^ts of such profiles, usually from the surface to an altitude of 20
kilometers. With an Airsonde system made by A.I.R., Inc., of
Boulder, Colorado, we made closely spaced soundings of tem
perature, humidity, and pressure to roughly 5 kilometers in
regions of special interest. We made 46 Airsonde soundings,
including transects as the Somov entered the iceon 20 October
and recrossed the marginal ice zone during the period 11-14
November. During both of these transects, the wind blew from
the open ocean onto the ice, so modification of the planetary
boundary laver was dramatic. On two occasions we attached
both the MicroCORA and the A.I.R. radiosondes to the same

helium-filled balloon and made simultaneous soundings to
compare pressure, temperature, and humidity data obtained
from the two systems (Andreas and Ackley in preparation).

The standard meteorological observations made on the Somov
includedrecordingsevery 3 hours ofwind speed and direction,
air, water, and dew-point temperatures, ice conditions, and
cloud cover. In addition, total Sun and sky radiation, reflected
shortwave radiation, net all-wave radiation, and surface (ice)
temperature were recorded every hour. With this data set we
willestimate the surface energy budget at hourly intervals along
the Somov's track through the ice.

We collected 21 sets of surface-layer profiles of wind speed,
temperature, and dew point with a boom deployed from the
helicopter deck of the Somov (figure 1). Because the biological

Figure 1. The profiling mast deployed from the helicopter deck. U,Q, and T indicate, respectively, the location of Instruments for measuring wind
speed, dew point, and temperature.
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Figure 2. Some profiles of measured temperature (a) and dew point (b). The error bars indicate plus and minus one standard deviation. The
numbers under the profiles Indicate the measured value at the lowest level and the run number (in parentheses).

and physical oceanographers on the expedition used winches
located on the starboard side of the Somov for their casts, they
preferred to have the ship crosswind with the wind from star
board. Therefore we ran our boom out from the rear, starboard

corner of the helicopter deck and then rotated our instrument
mast into the wind. The ship thus did not disturb the airflow at
our instruments very much, and all three measurement pro
grams—boundary layer, biology, and physical oceanography—
could go on simultaneously.

Our profiling mast was instrumented at three levels. Each
level had a General Eastern 1200MPS system for measuring tem
perature and dew point and a Gill propeller anemometer, made
by the R. M. Young Company, for measuring wind speed. A
wind vane at the top of the mast was used for orienting the
instruments into the wind.

Figure 2 shows some of the temperature and dew-point pro
files wecollected. These profiles are rathercomplex because we
encountered a variety of surface conditions. Andreas (1982) and
Andreas, Williams, and Paulson (1981) have shown that when
anatmosphericflow encounters a change in surfacemoisture or
temperature, an internal boundary layer—a region near the
surface in which the flow is affected by the new surface-
develops according to
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hlzT = 1.31 (X/zr)08,

where X is the fetch over the new surface, h is the maximum

height at X that is affected by the new surface, and zT is the scalar
roughness length, that is, the height at which the extrapolated
temperature or humidity profile equals the surface value of the
variable. With zT typically 0.025 centimeter over water and with
the height of our highest profiling level about 11.5 meters, this
equation shows that if the surface change was less than 120
meters upwind of our mast, the upper instruments were above
the internal boundary layer and so were not influenced by the
new surface. For longer fetches, all instrument levels were
within the internal boundary layer.

Since we know this cutoff fetch, we can define three types of
surface regimes and their corresponding profile runs:

• Ice—at least 90 percent ice cover upwind of the instrument
mast: runs 3A, 3B, 7, 8, 9, 10, 15, 16;

• Open water—open water for at least 300 meters upwind:
runs 11A, 11B, 13A, 13B, 14, 17,18, 21; and

• Ice and water—roughly 50 percent ice cover for at least 100
meters upwind, at least 90 percent ice beyond: runs 1, 2, 5,
6, 19, 20.

Surface conditions generally control the shapes of the tem
perature and dew-point profiles. For example, although the
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dew-point profiles for runs 11A, IIB, 13B, and 14 are consistent
with our categorizingof them as "open water" runs, 11A and IIB
show unstable temperature profiles while13A, 13B, and 14 have
very stable profiles. This is because for the former runs the air
temperature was lower than the water temperature (about
- 1.9°C); for the latter runs it was nearly the same or higher
(compare Andreas et al. 1979).

We wish to acknowledge the support of National Science
Foundation grant DPP 80-06922. John Rand designed and built
the surface-layer-profiling boom, and Stephen Ackley assisted
with the measurements. Alexander Makshtas was responsible
for the hourly meteorological observations. Ed Lysakov helped
with Airsonde operations. Stanislav Bobrov and Valerii
Posazhennikov of the Somov made the MicroCORA soundings.
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