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PREFACE 

The main goal of the marginal ice zone experiment (MIZEX) is to understand the 
processes that dictate the advance and retreat of the ice margin. Mechanistic model 
sensitivity studies can greatly aid in this goal by identifying the relative importance 
of different processes in the total system. In addition, more complete simulation 
models can be used both to test the adequacy of current understanding of the margi­
nal ice zone and to serve as an integrating device for complex data sets. 

This volume contains the main results from a MIZEX modeling workshop held 
18-20 October in Hanover, New Hampshire. Modelers interested in both Arctic and 
Antarctic sea ice were present. The purpose of the workshop was to determine the 
status of marginal ice zone modeling and to discuss different views on modeling 
processes in the MIZ. Results from full simulation models, mechanistic models, and 
empirical statistical models were presented and discussed. In addition, recommenda­
tions relevant to experimental measurements were made. The recommendations 
were divided into ocean, ice, and atmospheric categories; these were also the three 
main subject areas covered by the presentations. 

Overall, the workshop helped to identify areas where further simulations are 
needed to test our understanding and where knowledge of certain processes is lack­
ing. The workshop also illustrated the paucity of modeling done for this important 
region to date and accentuated the need for more inten~e moqeling efforts together 
with data analysis to understand the complex phenomena occurring near the ice 
edge. As data become available from the main 1984 summer experiment, this proc­
ess will undoubtedly be accelerated. 
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A Large-Scale Ice/Ocean Model for the Marginal Ice Zone 

W.D. HIBLER III 
U. S. Army Cold Regions Research and Engineering Laboratory 

Hanover, New Hampshire 03755 ' 

K.BRYAN 
Geophysical Fluid Dynamics Laboratory, Princeton, New Jersey 08540 

The growth, drift, and decay of sea ice are 
closely related to the circulation of the polar 
oceans. This is especially true in the Greenland 
and Norwegian Seas in winter where warm north­
ward currents encounter rapidly cooling atmos­
pheric conditions and southward-advancing sea 
ice. In previous models of the seasonal cycle of 
Arctic sea ice the ocean has been approximated by 
a fixed-depth, motionless mixed layer (Washing­
ton et al., 1976; Parkinson and Washington, 1979; 
Hibler, 1980; Hibler and Walsh, 1982) with pos­
sibly a small constant heat flux from the deeper 
ocean or, more recently, by a one-dimensional, 
variable-thickness mixed layer (Pollard et al., 
1983). This approach has also been used in most 
CO 2 Atmospheric GeM Sensitivity Studies 
(Manabe and Stouffer, 1980). 

In this report, we examine the dominant effects 
of a more realistic treatment of three-dimensional 
ocean circulation on seasonal sea ice simulations. 
For this purpose a diagnostic ice/ocean model is 
constructed and used to carry out a series of sea­
sonal simulations of the Arctic, Greenland, and 
Norwegian Seas. The results show that including 
the ocean circulation yields first-order improve­
ments to the ice margin location and ice velocity 
fields. Moreover, the improvement in modeling 
the ice margin requires inclusion of the full three­
dimensional circulation of the ocean. 

The basic approach in this study is to couple an 
existing dynamic-thermodynamic sea-ice model 
(Hibler, 1979, 1980) with a multi-level baroclinic 
ocean model (Bryan, 1969). The sea-ice model 
supplies heat flux, salt flux, and momentum ex­
change boundary conditions for the top of the 
ocean. The ocean model, in turn, supplies current 
and heat exchange information to the ice model. 
Since our main concern here is examining the ef-

fect of ocean circulation on sea ice, observed 
oceanic temperature and salinity data (Levitus, 
1982) are used to weakly force the ocean model so 
that its equilibrium time scale is similar to that of 
the ice model (3 to 5 years). This "diagnostic" 
method allows the ocean model to be forced to 
available climatological ocean data, while at the 
same time allowing considerable adjustment in the 
upper ocean due to the effects of ice/ocean inter­
action. In addition, the barotropic mode of the 
ocean is fully simulated so that temporally varying 
currents due to surface stress fluctuations are part 
of the model predictions. 

The details of the coupling may be briefly out­
lined as follows. Hibler's (1979, 1980) dyna­
mic-thermodynamic sea-ice model is used to cal­
culate the ice drift, thickness, and compactness. 

. . \ 

The momentum transfer from the ocean to the Ice 
is determined a) by using the ocean velocity at the 
second level as the ocean current in the ice calcula­
tions (the first level of 30 m thickness in the ocean 
is a de facto mixed layer), and b) by allowing the 
surface pressure term in the rigid-lid ocean rpodel 
to act on the ice in the same manner as sea surface 
"tilt" in conventional ice dynamic calculations. 
For the momentum transfer into the ocean, the 
force due to ice interaction is explicity calculated 
by the ice model and subtracted from the wind 
stress. The remainder is taken to be the wind stress 
term transferred into the ocean. An important fea­
ture of this procedure is that in general the ice will 
drift in a direction other than the average Ekman 
motion of the upper 30 m layer of the ocean. 

With regard to thermodynamic exchanges, heat 
transferred by the ocean into the upper mixed 
layer is used either to melt ice (until the mixed 
layer returns to freezing) or to warm up the mixed 
layer if no ice is present. The ice model in turn cal-



culates energy exchanges with the atmoshere, uti­
lizing a complete surface heat budget (Hibler, 
1980). For salt fluxes, the amount of melting or 
freezing of ice is used to supply a salt flux in or out 
of the ocean. Because the ice model includes ad­
vection, annual average salt fluxes at given loca­
tions will differ substantially from zero. 

The ocean model uses 14 vertical levels with 
deeper levels of increasing thickness. Bottom to­
pography is resolved by using differing numbers 
of vertical levels at different locations. The diag­
nostic forcing to observed data is done at all but 
the upper level of the ocean with a uniform 3-year 
relaxation time. In addition, at lateral boundaries 
of the ocean without land, all levels of the ocean 
are forced with a 30-day relaxation time over 
several grid cells closest to the boundary. This pro­
cedure follows techniques determined by Sarmien­
to and Bryan (1982). To simulate river runoff, 
river inflow was specified seasonally at various 
boundary locations, yielding mean annual river 
runoff identical to that employed by Semtner 
(1976) in a prognostic simulation of the Arctic 
Ocean without explicit sea ice. 

To force the ice model, daily time-varying at­
mospheric pressure from the FGGE year (Dec. 
1978 to Nov. 1979), together with monthly mean 
climatological temperature and humidity fields, 
were used. In addition, empirical long- and short­
wave radiation calculations (Hibler, 1980) were 
used in conjunction with these atmosheric data to 
drive the thermodynamic portion of the model. 
. Horizontal resolution was taken to be 1.45 0 for 

the ocean model and 160 km for the ice model. 
The ocean model was formulated in a spherical 
grid system with the equator of the grid system go­
ing through the geographical North Pole. The ice 
model on the other hand was formulated in a rec­
tangular grid. However, because of this particular 
spherical projection, there was little difference be­
tween the ice model grid and the ocean grid (spe­
cifically, the ice advection terms will yield slight 
errors in the heat and salt exchanges). In light of 
the diagnostic forcing of the ocean, these small 
differences were not felt to be critical. 

To obtain seasonally varying equilibrium re­
sults, the coupled model was integrated for 5 years 
using one-day time steps. For comparison, a 
5-year simulation was also carried out with an ice­
only model, which included only a motionless, 
fixed-depth, 30-m mixed layer and no ocean cur­
rents. In addition, to examine the role of different 
processes, I-year sensitivity simulations without 
surface salt fluxes and without ocean currents 
were carried out. 
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Some of the main motion results from the 
model simulations are shown in Figures 1 through 
4. The average annual ice velocity and second­
level ocean velocity fields are shown in Figure 1. 
For a more detailed comparison to observed data, 
Figure 2a compares observed ice buoy (Thorndike 
and Colony, 1980) drift to simulated results both 
with and without the ocean model included, while 
Figure 2b compares long-term averaged ice and 
wind stresses. Although of considerable magni­
tude, the ocean currents are smaller than the ice 
drift, and in buoy-drift comparisons they account 
for less than 500/0 of the net ice drift. While not 
apparent from this figure, more detailed analyses 
show both the ice motion and current structure to 
have considerable temporal variability, with the 
ice motion varying everywhere, while the main 
current variability is in shallower regions or near 
rapid topographic variations. 

The main overall effect of the ocean model on 
the ice drift model is to substantially increase the 
East Greenland ice drift and to create more of a 
transpolar drift in the Arctic Basin. Basically, in­
clusion of the complete ocean model consistently 
improves turning angles and especially the simu­
lated drift direction and magnitudes of ice drift in 
the East Greenland Sea. Specifically, for the drift 
vectors shown in Figure 2a, the average turning 
angle error in the full model is 23 0, as compared to 
38 0 for the ice-only model. The drift magnitudes 
also show an improvement, with a cumulative 
magnitude error of 45 % for the full model as com­
pared to 58% for the ice-only model. 

An important feature of this coupled ice/ocean 
model is the modification by the ice interaction of 
the wind stress transferred into the ocean. This ef­
fect is particularly pronounced on long time scales 
since large fluctuations in wind stress tend to aver­
age out. Figure 2b shows that in this model the 
force due to the ice interaction is indeed a major 
component in the force balance. Note also that, 
while in most cases the ice stress opposes the wind 
stress, in some cases it can combine with the wind 
stress or be at right angles to the ice drift due to 
the configuration of the land.boundary and the ice 
edge. This result emphasizes the fact that ice inter­
action effects cannot be modeled by simply modi­
fying free-drift rules and using the local wind. In 
addition, more detailed analysis shows that the ice 
interaction can introduce not only magnitude 
changes but also sign changes in the wind stress 
and near boundaries. Such effects should be par­
ticularly relevant to longer term prognostic ocean 
simulations, and emphasize the need for better un­
derstanding of the nature of ice interaction. 
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(a) February 50% concentration limits from the full 
coupled ice ocean model and for the ice-only model, 
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limit is taken from fleet weather (Suitland, Md., U.S. 
Navy) charts for the end of February. 
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(b) Simulated 0.05 m thickness contours for day 360 
for the full model, a "motionless" ocean model, and a 
coupled ice/ocean model with no salt fluxes due to ice 
freezing and melting. The "motionless" model and the 
no-salt simulations were run for only 1 year and were in­
itialized to ice thickness and ocean fields at the end of 
the fourth year of the full diagnostic model simulation. 

Fig. 3. Comparisons of simulations of ice concentration and ice thickness. 

Probably the most noticeable effect of the 
modeled ocean circulation is to greatly improve 
the ice margin simulation, as shown in Figure 3a. 
This improved ice margin is due to the large 
oceanic heat flux from the deeper ocean into the 
upper mixed layer in this region (Fig. 4). The heat 
flux occurs primarily in winter; analysis shows 
that much of the enhancement is due to deep con­
vection, which brings up warm water and prevents 
ice formation in early winter. This convection ex­
plains the absence of ice in the full model simula­
tion far from the ice margin. 

Near the ice margin a similar physics applies, 
but the precise location of the ice edge becomes 
more sensitive to the surface salt balance and to 
lateral effects in the oceanic circulation. The sensi­
tivity simulations shown in Figure 3b, for exam­
ple, indi~ate that the fresh-water flux from melt­
ing at the advancing ice edge tends to seal off the 
ice margin to upward oceanic heat flux and allows 
a farther advance than would otherwise occur. A 
sensitivity simulation without lateral motion in the 
ocean (Fig. 3b) also tends to produce a more ex­
cessive edge at the end of one year, since the 
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lateral transport of heat to both the deep and up­
.per layers is missing. This later result demon­
strates the difficulty of simulating the seasonal cy­
cle of sea ice using only a one-dimensional mixed 
layer model. 

A particularly notable feature of these results is 
the very large value of the oceanic heat flux (see 
Fig. 4) in the Greenland-Norwegian Seas and the 
complex way that this heat flux varies in space and 
time. These results underscore the need for includ­
ing a full ocean model in seasonal sea-ice simula­
tions .. 

These simulations also provide a challenge to 
prognostic ocean models. The realistic results ob­
tained here are partially due to the diagnostic forc­
ing. To sustain these large heat losses in a fully 
prognostic ocean model requires very substantial 
northward heat transport. Whether such trans­
ports can be successfully simulated remains to be 
seen. 

Finally, the sensitivity of these simulations to 
salt fluxes from the ice amplifies the need for more 
detailed examination of the processes dictating the 
advance and retreat of the ice margin, and the 
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need for the development and verification of more 
realistic boundary-layer formulations (Lemke, in 
press) than were used here. Such work is currently 
under way in the MIZEX program (Johannessen et 
aI., 1983). 

This work was supported by NOAA and by the 
Office of Naval Research. 
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East Greenland Sea Ice Variability 
in Large-Scale Model Simulations 

J.E. WALSH 
Department of Atmospheric Sciences, University of Illinois, Urbana, Illinois 61801 

W.D. HIBLER III 
U.S. Army Cold Regions Research and Engineering Laboratory 

Hanover, New Hampshire 03755 

As the primary focus of the MIZEX program, 
the East Greenland region has recently been the 
subject of various ice modeling experiments (Vin­
je, 1977; Wadhams, 1981; Tucker, 1982; Hibler 
and Bryan, 1984; Johannessen et aI., 1983). The 
observational data show that the seasonal and in­
terannual fluctuations of East Greenland sea ice 
are substantial. While the relative roles of local 
and remote forcing in these fluctuations are not 
well understood, most of the modeling studies 
cited above have been based on regional simula­
tions of the North Atlantic. Large-scale model 
simulations provide an alternative approach to the 
study of East Greenland ice variability in a 
broader context. In this paper we present some re­
sults of large-scale ice model simulations as they 
pertain to the East Greenland region. The empha­
sis is on the seasonal and interannual variability of 
ice thickness, thermodynamic growth and melt, 
and advective transport over a 20-year period 
from 1961 to 1980. 

Hibler's (1975) two-level dynamic model was 
used in conjunction with a seven-level thermody­
namic treatment based on the formulations of 
Parkinson and Washington (1979) and Hibler 
(1980). In place of the mean thickness, heff- of the 
ice-covered portion of each grid cell, the model 
now employs seven nonzero thicknesses evenly 
spaced between 0 and 2heff• While a more realistic 
thickness distribution can be obtained from multi­
level dynamic computations (Hibler, 1980) using 
the ice thickness distribution theory developed by 
Thorndike et al. (1975), the treatment used here is 
a first-order attempt to incorporate the . strong 
thickness-dependence of ice growth into the model 
thermodynamics. The model thermodynamics 
also includes an explicit treatment of snow cover. 
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The values used for the conductivity and albedo of 
snow are 0.31 W m1' °K1' and 0.80, respectively. 
Snowfall is prescribed according to the smoothed 
climatological accumulation rates of Parkinson 
and Washington (1979). 

The model was run with a one-day timestep us­
ing observed atmospheric forcing data from the 
years 1961-1980, inclusive. Daily wind fields were 
computed geostrophically from the NCAR (Na­
tional Center for Atmospheric Research) set of 
Northern Hemisphere sea-level pressure analyses. 
Air temperature anomalies were obtained from 
the so-called "Russian surface temperature data 
set" (Robock, 1982), which contains monthlytem­
perature anomalies for the Northern Hemisphere 
on a 5 ° x 10 ° latitude-longitude grid. These ano­
malies were added to the climatological monthly 
. mean temperatures of Crutcher and Meserve 
(1970) and interpolated bilinearly to the ice model 
grid. Daily temperatures were then computed by a 
cubic spline interpolation from the monthly val­
ues, which were assumed to correspond to the 
midpoints of the respective calendar months. Be­
cause the Russian temperature tape available for 
this work ended with December 1976, monthly cli­
matological mean temperatures were used for the 
final four years, 1976-1980. The monthly means 
were computed from the temperatures of the first 
16 years (1961-1976rof the simulation period. The 
relative humidities required for the computations 
of the downcoming longwave radiation were as­
sumed to be 90070 at all times and grid points. 

The simulations were performed on a 38 x31 
grid with a resolution of 222 km (Figure 1). The 
simulations were initialized with thickness fields 
varying linearly from 0 at the lateral boundaries to 
3 m at the center of the grid. A 2-year "spin-up" 
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Fig. 1. The model grid. Ice transport into East Greenland Sea was 
evaluated along dashed transect. Mass budgets jor poinis 1 and 2 
are described in text. 

using observational data from 1961-62 was per­
formed prior to the 1961-80 simulation. The 
model was therefore run for 22 years of simulation 
time, although the results from the 2-year spin-up 
are not included in the following discussion. 
Similarly, results from a corresponding simulation 
without dynamics are not discussed here. 

Figure 2 shows the 20-year mean fields' of the 
annual ice thickness changes resulting from 
growth/melt and ice motion. The latter includes 
advection, convergence or divergence, and' a small 
amount of numerical diffusion. The major regions 
of ice production (growth) are the water offshore 
from Alaska and, especially, the Soviet Union. 
Annual net growth exceeds 1 m in the Laptev Sea 
and in the northern Bering Sea (Norton Sound) 
west of Alaska. The major sink region for sea ice 
is clearly the East Greenland region, where large 
amounts of ice advection are offset by corre­
spondingly large amounts of ice melt. The annual 
means of the net melt of advected ice exceed 1.5 m 
in the water south of Fram Strait. 

Figure 2 also illustrates the major' discrepancy 
between the simulated and observed ice extent. 
The nonzero values of the annual thickness 
changes in the Norwegian and Barents Seas are in­
dicative of the oversimulation of ice extent in the 
North Atlantic during the winter. The excessive 
winter ice coverage in the North Atlantic is at­
tributable primarily to oceanic effects not includ­
ed in the present simulation. Coupled ice/ocean 
model experiments performed recently by Hibler 
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and Bryan (l984) have shown that the position of 
the North Atlantic ice edge is improved considera­
bly by the inclusion of oceanic processes (currents, 
deep convection, salinity effects). 

The 20-year mean fields of Figure 2 are subject 
to large interannual, fluctuations. The interannual 
variability is illustrated in Figure 3, which shows 

, the time series' of the simulated outflow of ice 
from the Arctic Basin into the Fram Strait. The 
plotted values are the mass fluxes across the 
transect in Figure 1. A strong annual cycle is ap­
parent in the mean seasonal outflow, which is 
much greater in winter and spring than in summer. 
The seasonality results from larger ice thicknesses 
as well as from the stronger wind-induced ice 
velocities during the winter/spring portion of the 
year. As a ·measure of the interannual variability, 
the annual total outflow (kml) ranges from 408 (in 
1964) and 541 (in 1963) to 2109 (in 1962) and 2118 
(in 1975). These large excursions may play signifi­
cant roles in the mass and salinity budgets of the 
various subregions of the Arctic and the 
peripheral seas. 

Finally, Figure 4 illustrates the interannual 
variability of the simulated April ice thicknesses at 
two grid points (see Figure 1) near the location of 
the 1983-84 MIZEX field experiments. (April 
thicknesses were chosen for the illustrations 
because the maximum ice thickness is generally 
achieved in April.) The April thicknesses vary con .. 
siderably on an interannual basis at both points: 
from 1.5 to 3.5 m at point 1, and from 1.2 to 2.5 m 



a. 

b. 

Fig. 2. 20-year simulation for (a) annual net ice growth (m) and (b) 
thickness changes associated with ice transport. Regions in which 
magnitudes of annual values exceed 1.0 meter are shaded. Positive 
values indicate net growth, negative values indicate net melt. 
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Fig. 3. Outflow of ice (km 3) from central Arctic into East Greenland Sea. (a) 20-year seasonal means, 
where Wi = winter, Sp = spring, Su = summer and Au = autumn. (b) Annual totals. 

at point 2. A general increase in the ice thickness 
between 1964 and 1973 is especially apparent at 
point 2. The interannual fluctuations at the two 
points are quite consistent with each other and 
with the simulated outflow in Figure 3. 

Also shown in Figure 4 are the relative contribu­
tions of ice melt and advection to the annual 
changes of ice thickness at the two points. These 
dynamic (advection) and thermodynamic (melt) 
contributions to the year-to-year changes tend to 
vary similarly. As shown in Table 1, the correla­
tions between these two quantities are -0.62 at 
point 1 and -0.81 at point 2. Greater amounts of 
advection evidently lead to correspondingly 
greater amounts of melt in the same year. The cor­
relations between the 12-month advective changes 
and the net melt during the subsequent 12 months 
are -0.52 and -0.80 at the same two points, sug­
gesting that the thermodynamic effects of 
transport anomalies are not limited to the seasons 
in which the transport anomalies occur. Table 1 
also provides evidence that thickness anomalies in 
the East Greenland region are determined primari­
ly by fluctuations of ice transport rather than by 
thermodynamic factors. The April thicknesses at 
the two points correlate at 0.80 and 0.82 with the 
advective contribution to the antecedent 12-month 
change of thickness, while the corresponding cor­
relations with the thermodynamic contributions 
are only -0.32 and -0.49. A more precise delinea-
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Table 1. Correlations between April 
thickness (h A) and advective (ha) and 
thermodynamic (h t) contributions to 
12-month thickness change (L1) at Points 
1 and 2 (Figure 1). 

Point no. 

Parameters· 1 2 

hA vs Aha(_) 0.80 0.82 

hA vs Aht(_) -0.32 -0.49 

Aha(_) vs Aht(_) -0.62 -0.81 

Aha(_) vs Aht( + ) -0.52 -0.80 

hA vs hA - 12 mo. 0.39 0.46 

• - and + denote changes during antecedent and 
subsequent 12-month periods, respectively. 

tion of the "source region" for the fluctuations of 
ice export appears to be in order. The relative 
dominance of the variable transport in effecting 
thickness changes also suggests that regional 
simulations of the ice/ ocean system east of 
Greenland will require careful consideration of the 
inflow boundary conditions. 
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On the Decay and Retreat of the Ice Cover in the Summer MIZ 

O.A.MAYKUT 
Department of Atmospheric Sciences/Geophysics, University of Washington 

Seattle, Washington 98195 

The position, movement, and decay of the ice 
cover in the summer MIZ depends not only on 
conditions in the atmospheric and oceanic bound­
ary layers, but also on the state of the ice itself. 
Understanding the response of the ice to thermal and 
mechanical forcing is a 'necessary prerequisite to 
modeling the MIZ. The principal energy source 
driving the summer decay cycle is shortwave radia­
tion, and the properties of the ice cover that affect 
its interaction with the ice and ocean are impor­
tant variables in a detailed treatment of the sum­
mer MIZ. Variables and processes that are likely 
to be needed in modeling the summer ice cover in­
clude: ice concentration, lateral melting, floe size 
distribution, open water distribution, ice type and 
thickness, oceanic heat flux, and ice movement. 

Modeling position of the MIZ 
Seasonal ice covers some 2.5 x 107 km 2 of the 

polar oceans. Annual variations in the extent of 
this ice can produce large changes in the position 
of the MIZ. In the Southern Ocean, which loses 
some 80070 of its ice cover each summer, poleward 
retreat of the MIZ varies between 500 and 1500 
km. This means that between the time of max­
imum and minimum extent, movement of the MIZ 
averages up to 10 km/day. In the Arctic where 
roughly 50% of the ice is seasonal, ice retreat is 
much more variable, ranging from over 1500 km 
along 170 oW (Bering-·Chukchi Seas) to a nearly 
stationary ice edge in the area of the MIZEX field 
program (0°, 80 ON). 

For predicting the position of the winter MIZ, 
large-scale studies suggest that the ice model is of 
secondary importance to models of the at­
mosphere and ocean. This is not the case with the 
decay and retreat of the MIZ, which depend not 
only on conditions in the atmospheric and oceanic 
boundary layers, but also on the state of the ice 
itself. To calculate summer ice extent under vary­
ing climates requires a model that treats both the 
dynamics and the thermodynamics of the ice. 
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Models of greatly varying degrees of sophistica­
tion have been used to describe the location and 
movement of the MIZ. Pollard et al. (1983) com­
bined a one-dimensional model of the upper ocean 
with a simple thermodynamic model of the ice. 
Despite neglecting ice movement, leads, penetra­
tion of solar radiation, and internal ice 
temperatures, the model gave reasonable ice ex­
tents and thicknesses along 170 oW in the Arctic 
and along 160 0 E in the Southern Ocean. Good 
agreement with observations was also obtained by 
Parkinson and Washington (1979) using a ther­
modynamic ice model that included the effects of 
leads and ice movement in a highly parameterized 
form. The hope was that such models could be 
coupled with oeMs or climate models to carry out 
large-scale climate studies where the first order 
concern would be ice extent. However, simula­
tions with a much more complete ice model 
(Hibler and Ackley, 1983) have shown that a 
realistic treatment of ice dynamics is crucial to ac­
curate predictions of ice extent during the decay 
phase. 

The problem with testing the simple models is 
that realistic thermal forcing contains implicit in­
formation on the extent and state of the present­
day ice cover. Specified air temperatures, for ex­
ample, reflect the presence or absence of ice. 
While this should not present a problem if the ice 
is coupled to an adequate atmospheric model, 
such a model does not allow proper treatment of 
the oceanic heat flux, even if it includes an ocean 
model. The difficulty is that the energy input to 
the bottom of the ice (Fw) originates from two 
sources: heat entrained from the deeper ocean and 
shortwave radiation entering the upper ocean 
through leads and thin ice. As I shall discuss later, 
it is the latter source that appears to dominate Fw 
in most regions. All the numerical simulations in­
dicate that ice extent is sensitive to assumptions 
regarding the magnitude of Fw , particularly during 
the retreat phase. Models that do not take into ac-



count the solar component of Fw must choose an 
Fw only on the basis that it produces agreement 
with present conditions. Such an Fw contains 
assumptions regarding ice concentration, ice 
thickness, and incident shortwave radiation. 
There is no guarantee that this value would be ap­
propriate to a different climatic regime where 
winds, currents, clouds, and deformational activi­
ty may be substantially altered. 

A truly general ice extent model should contain 
enough detail to treat the interaction of shortwave 
radiation with the ice and upper ocean. Parkinson 
and Washington (1979) assumed that all the solar 
radiation absorbed in their leads went to warming 
in the leads or to lateral melting. With no solar 
heating below the ice, they had to assume an input 
of 25 W /m2 from the deeper ocean in the Antarc­
tic. Hibler and Ackley (1983), on the other hand, 
assumed that all the energy entering the leads went 
directly to Fw and took 2 W /m2 as the contribution 
from the deeper ocean. Although our studies sug­
gest that this is closer to the mark,substantial 
energy is absorbed in the first couple of meters of 
the water column where it is available for lateral 
rather than bottom melting. A more realistic 
distribution of the shortwave energy in the water 
would affect both the predicted ice concentrations 
and thicknesses. Applying some of the absorbed 
shortwave radiation to lateral melting in the Hib­
ler and Ackley (1983) calculations would lower the 
amount of energy going to Fw , suggesting that a 
larger heat contribution from the lower ocean 
would be needed to match observed changes in ice 
extent. This is not necessarily the case, however, 
because a lower ice concentration would increase 
solar heating beneath the ice. The overall effects 
of including lateral melting and an improved treat­
ment of shortwave radiation in the model are dif­
ficult to assess because they are influenced by the 
ice dynamics. Numerical experiments are needed 
to address the problem more completely. 

Important factors affecting the position and 
behavior of the summer MIZ are thus: ice advec­
tion, deformation, thickness, concentration, 
lateral melting, and solar heating beneath the ice. 
Dynamic processes in the ice are also important 
during the winter, not so much because of their ef­
fect on ice extent, but because they affect regional 
rates of ice production and, hence, turbulent heat 
input to the atmosphere and mixed-layer develop­
ment in the ocean. Inclusion of these factors in 
large-scale models appears necessary if interac­
tions between the ice, atmosphere, and ocean are 
to be adequately simulated. 
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Modeling summer decay 
Melting alters not only the properties of the ice 

cover, but also the structure of the upper ocean. 
Horizontal gradients in melt-water input and the 
proximity of warmer and more saline water can 
give rise to a variety of mesoscale phenomena in 
the ocean (eddies, jets, upwelling), which impact 
biological activity and acoustical properties across 
the MIZ. Floe breakup and increasing stratifica­
tion beneath the ice affects the response of the ice 
to winds and currents and the rate at which heat is 
transferred from the water to the ice. To under­
stand and model this system will require a much 
more detailed consideration of ice-ocean­
atmosphere interactions than appears in present 
Jarge-scale treatments. In the following sections I 
will examine some of the variables and processes 
that are likely to be needed in modeling the sum­
mer ice cover. 

Both the atmosphere and the ocean supply the 
energy needed to drive the melt. The primary 
source of energy from the atmosphere is incoming 
shortwave radiation, with turbulent heat input 
tending to balance longwave radiation losses at the 
surface. Although warm air advected over the ice 
in coastal regions and near the ice/ocean bound­
ary can result in a net addition of heat to the ice, 
the shortwave radiation and the properties of the 
ice cover that affect its absorption can be con­
sidered as the principal variables. Heat transfer 
from the water to the ice occurs at both the edges 
and the bottoms of floes. As discussed earlier, this 
heat is derived from the deeper ocean and from 
solar energy absorbed in the upper ocean. The rate 
at which this heat is lost to the ice is complicated 
by lateral advection of ice or water across the ice 
edge, mixed-layer stratification, waves, floe 
breakup, and mesoscale circulations associated 
with the MIZ. 

Few observational data are yet available from 
the summer MIZ, and we are unable to answer 
many basic questions regarding the heat and mass 
balance of the ice cover. For example, what frac­
tion of the mass loss in the MIZ occurs at the ex­
treme ice edge? What is the relative importance of 
atmosphere and ocean in the decay cycle? How is 
solar energy absorbed in the water partitioned be­
tween lateral melting, bottom melting, temporary 
storage in the ocean, and loss to the atmosphere? 
MIZEX 84 should provide basic data needed to ad­
dress these questions. Factors that are likely to be 
important include: 

Ice concentration. Because the albedo of leads is 
low (0.08-0.1) compared to that of melting ice 



(0.4-0.7), changes in ice concentration (A..) can 
produce large changes in the amount of shortwave 
radiation absorbed in the MIZ. There is, in addi­
tion, a positive feedback between energy absorbed 
in the leads and A i due to lateral melting on floe 
edges. Previous studies. have focused largely on 
the positive feedback aspects of the problem, ne­
glecting much of the physics· involved. Zubov 
(1943), for example, assumed that all the energy 
entering the leads was lost through lateral melting 
and derived a simple expression for the increase in 
the amount of open water (Aw) with time, 

(1) 

where a == (1- a,.,) FJ eiLh and Awo is the amount 
of open water at time t = 0; a,., is the lead albedo, 
Fr is the flux of incoming shortwave radiation, ei 
is the ice density, L is the latent heat of fusion of 
water, and h is the ice thickness, which was 
assumed to be constant. The exponential increase 
in Aw(t) results in the complete decay of a 
I-m-thick ice cover in 6-7 weeks. Langleben 
(1972) found that (1) was too slow to explain the 
disappearance of ice in sheltered bays .and fjords 
in the Canadian archipelago. Modifying the equa­
tion to include melting at the surface of the ice, he 
obtained 

[ 
(1 - 0l..)Fr t]-1 

Aw = Awo 1- Lh ei 0 

(2) 

where Ol,· is the ice albedo, ho is the initial ice 
thickness, and 'Y = (1 - a,.,)/(1 - Ol..). Equation (2) 
yielded decay times of 3-4 weeks, in agreement 
with observations. A serious problem with the 
above formulations is that they allow no energy 
input beneath the ice and, as a result, must 
overestimate the amount of lateral melting. Even 
more serious for modeling the MIZ is the lack of 
ice dynamics. Changes in wind direction can pro­
duce large and rapid changes in A i that are 
unrelated to the thermodynamics, but that can 
have a significant impact on the heat and mass 
balance. 

Lateral melting I erosion. An important step in 
developing a more realistic model of ice decay is to 
improve the treatment of melting on flow edges. 
Serious weaknesses in previous treatments were in 
determining (a) the amount of solar energy utiliz­
ed for lateral melting and (b) the rate at which this 
energy was transferred to floe edges. At the 
University of Washington, Don Perovich and I 
have examined several different approaches to the 
problem. The simplest approach is to assume that 
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Fig. 1. Percent of incoming shortwave radia­
tion transmitted by a) leads, b) blue ice, and c) 
white ice. Curves were calculated using the 
radiative transfer model of Grenfell (1979) 

. and optical data from Grenfell and Maykut 
(1977). 

leads are well mixed and can be characterized by a 
single temperature Tw. To estimate (a), we assum­
ed that relative motion between ice and water 
would prevent shortwave energy absorbed beneath 
the ice from contributing to lateral melt­
ing-energy absorbed between the surface of the 
lead and the bottom of the ice is thus available for 
lateral melting and heating of the lead. Figure 1 
shows that for I-m ice 45070. of Fr remains in the 
lead, while for 3-m ice this figure increases to 
60%. To estimate (b), we initially used a parame­
terization based on laboratory measurements of 
melting on vertical ice walls (Josberger and Mar­
tin, 1981), 

where 1 is the vertically averaged rate of lateral 
melting, Tj is the freezing point temperature of the 
water, and W is the lead width. The heat balance 
equation for the lead can be written 

W[(1 - a,.,)Fr - Iw(h) + FL - €wuT! + Fsw + Few]­
eiL h(dWldt) = ewcwhW(a Twla 1) (4) 

where Iw(h) is the shortwave radiation absorbed 
beneath the ice, FL is the incoming longwave radi­
ation, €w is the longwave emissivity of the water, 
F sw is the sensible heat flux, Few is the latent heat 
flux, ew is the density of the water, and Cw is the 
specific heat of the water. Analogous heat balance 
equations can also be written for the upper and 
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Fig. 2. Schematic illustration of the simple lead/ice model. 

lower boundaries of the surrounding floes (see 
Figure 2). 

Equations (3) and (4) can be solved to obtain 
predictions on how changes in W, h, and the ther­
mal forcing affect lateral melting. The model 
predicts that dW / dt becomes increasingly insensi­
tive to Wand other environmental parameters as 
lead width increases. The reason is that an increas­
ing W produces warming in the lead and greater 
heat losses to the atmosphere. Figure 3 shows 
dW/dt as a function of W for conditions repre­
sentative of the MIZ. While the results conform to 

intuition, we suspect that (3) may underestimate 
the rate of heat transfer to lead walls under actual 
field conditions. Using idealized lead geometries, 
we carried out several combined lead/ice simula­
tions. With (3), the calculations indicated that a 
1.5-m ice cover would vanish by thinning rather 
than by lateral ablation. If, on the other hand, we 
assumed that Tw = If (i.e. all the excess heat in the 
lead was used for lateral melting), the ice thinned 
substantially, but Ai approached zero faster than 
h. Clearly what is assumed about heat transport in 
the leads can make a large difference in the pattern 
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Fig. 3. Lateral melt rates as a function of lead width, as predicted by 
the lead/ice model for midsummer conditions similar. to those in the 
MIZ (after Perovich, 1983). 
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of ice decay. The most serious problem with (3) is 
that it produced Tw values of up to + 5°C. Such 
temperatures· seem unrealistically high and suggest 
that there is either more rapid heat transfer to the 
ice or that some of the energy absorbed in the up­
per lead is transported below the ice-or a com­
bination of both. 

Field data· from the MIZ are presently inade­
quate to answer questions about lateral melting 
there. However, Perovich (1983) has recently car­
ried out measurements in a small (10 m) lead in 
static ice adjacent to Prince Patrick Island that 
bear on the problem. He found that, with lead 
salinities in the 5-10%

0 range, roughly 50% of the 
energy absorbed in the upper lead did not con­
tribute to lateral melting. Observed rates of lateral 
melting were about 5 times those predicted by (3). 
By replacing the well mixed assumption in the lead 
with a two-dimensional diffusion model, it was 
possible to obtain good agreement between 
observed and predicted values of melt rate, heat 
content, and heat loss to the underlying ocean. 
Numerical experiments with this model indicate 
that the fraction of heat transported downward 
from the lead (B) increases with increasing W 
(Figure 4). In areas such as the MIZ where the ice is 
much more active, we expect that horizontal heat 
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transport in the leads will be much larger than in 
static ice. Figure 4 shows that B should decrease as 
the horizontal diffusivity (xx) increases. Predicted 
values of B can be approximated by the expression 

B( W, h) = a + b(ln W / h) (5) 

where a and b are constants that depend on the 
diffusivity. While the two-dimensional treatment 
would be awkward to use in a MIZ model, it is 
possible to reproduce the predicted rates of lateral 
melting using a modified version of the simple 
model (Figure 2). This involves adding a 
parameterization of B [eq (5)] and replacing (3) 
with an expression that depends not only on Tw , 

but also on air temperature and Fr. 
There are many processes at work in the MIZ 

carrying heat to the ice (and vice versa). Among 
those affecting lateral ablation are waves, edge 
erosion from floe bumping, mechanical mixing, 
and ice deformation. Whether these processes can 
be successfully parameterized by suitable choices 
of Xx and Xz is not clear. MIZEX 84 should help to 
answer this question. 

Floe size distribution. As the ice cover becomes 
increasingly broken up, the probability decreases 
that heat absorbed by the leads will be lost to the 
atmosphere or underyling ocean, and heat transfer 
to floe edges becomes increasingly efficient. Ice 
concentration alone is thus inadequate to 
characterize the state of the ice cover in areas like 
the MIZ. Experiments with the simple lead/ice 
models demo·nstrate that, for a given ice concen­
tration, the rate of lateral decay depends directly 
on the number of leads, i.e. on the total floe 
perimeter. Floe perimeter in a particular region 
can be determined if the floe size distribution (N) 
is known. N appears to be of fundamental impor­
tance in modeling the MIZ,. affecting not only the 
lateral melting but also average drag coefficients, 
melt pond coverage, and the distribution of open 
water. Floe size distributions have been measured 
in several locations (e.g. Wadhams, 1973; Vinje, 
1977; Rothrock and Thorndike, in press), but a 
general theory is not yet available. The equation 
governing N is analogous to that for the ice 
thickness distribution, containing terms describing 
advection, thermodynamics (lateral melting), and 
mechanical processes (breaking). The difficulty in 
developing a model for N is in formulating the 
dynamic and thermodynamic terms. Some of the 
thermodynamic problems have been mentioned 
above. Floe breaking in the outer MIZ appears to 
be controlled .largely by wave action (Wadhams, in 
press), but the factors affecting interior breaking 



are less certain. Perovich (1983) has examined the 
effect of random breaking on N. Although it was 
possible to find breaking functions that would ap­
proximate observed N's, the approach did not 
consider the underlying of physics and would be 
difficult to generalize. Additional work is needed 
to understand and quantify the processes involved 
in floe breakup away from the ice edge. 

Ice type. Usually neglected in discussions of the 
heat and mass balance of the MIZ are variations in 
the optical properties of the ice, which can have a 
significant effect on the input of shortwave radia­
tion. Grenfell and Maykut (1977) report that there 
are basically two types of melting first-year ice: (a) 
"blue" ice, where the surface is saturated with 
melt water, and (b) "white" ice, where the surface 
layer is well drained. The shallow melt ponds 
typical of first-year ice can be considered blue ice. 
Blue ice absorbs about twice as much energy as 
white ice and can transmit a substantial portion of 
this to the underlying ocean. Table 1 compares 
how I-m-thick layers of blue ice and white ice 
distribute Fr for different ice concentrations. 
When Ai is high, transmission through blue ice ac­
counts for most of the energy absorbed beneath 
the ice. As Ai decreases, leads quickly begin to 
dominate solar input to the water. Of particular 
interest is the fairly weak relation between 
regional shortwave absorption and ice concentra­
tion when the ice is blue-decreasing Ai from 90070 
to 50% produces only a 10% change in heat input. 
Areas with substantial amounts of blue ice are 
thus much less sensitive to changes in Ai than 
areas of white ice. 

Thin floes whose upper surfaces are flat tend to 
be blue, while on those with more irregular sur­
faces, only ponded areas are blue. Multi-year ice 
generally falls into the latter category. During 

MIZEX 83 up to 10% of the floes in some areas 
comprised a third ice type, "dirty" ice. Such ice 
was formed in very shallow seas where substantial 
amounts of sediment were incorporated into the 
ice during growth. Such floes tended to be bare 
early in the melt season, even when a thick snow 
cover was present on surrounding floes. Although 
measurements were not made, the albedos of dirt­
covered ice probably fall between those of leads 
and blue ice. Unlike leads and blue ice, however, 
essentially all of the radiation absorbed by the dirt 
layer goes directly to surface melting, with little, if 
any, transmitted to the water. 

The relative proportions of different ice types in 
the various MIZ areas is unknown, but will depend 

. on time and location. In the Bering-Chukchi Seas, 
where surface melting is vigorous, blue ice is likely 
to be a major component of the summer MIZ. In 
regions like the Southern Ocean, where surface 
melting is minimal, blue ice is probably unimpor­
tant, except possibly near the extreme ice edge. 
MIZEX 83 observations were carried out early in 
the melt season when much of the. ice was still 
snow-covered and iCe type was largely a function 
of thickness-I-m floes tended to be ponded and 
blue, and thicker floe~ were generally white. Fur­
ther melting should produce a strong decrease in 
the amount of blue ice, making it likely that blue 
ice will make up a significant fraction of the 
MIZEX area during late July and August. 

Oceanic heat flux. Bottom ablation and the 
resultant thinning of the ice plays an important 
part in the decay of the MIZ, influencing light 
transmission, floe breakup, and the buoyancy 
flux. A basic concern is the source of the energy 
producing this melt. If the oceanic flux is largely 
derived from shortwave radiation absorbed in the 
upper ocean, then an ice model that treats the fac-

Table 1. Absorption and transmission of incoming shortwave radiation by 
a I-m-thick ice cover. Values are expressed as percentages of F" weighted 
by relative area. 

Ice Surface Surface 0/0 absorbed 0/0 transmitted Regionalsw 
concentration type input (0/0) (z <1 m) below 1 m input (0/0) 

0.9 blue ice 61 48 13 70 
white ice 27 25 2 36 

leads 9 4 5 

0.5 blue ice 34 27 7 80 
white ice 15 14 61 

leads 46 19 27 
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tors discussed above is crucial in modeling the 
behavior of the MIZ. If, on the other hand, the 
deeper ocean supplies most of the heat to- Fw; a 
somewhat cruder ice model may be adequate. 
Available evidence points to solar energy as the 
principal component of Fw. Simulations in the 
north have generally used the Central Arctic value 
of 2 W /m2, but calculations by Maykut (1982) in­
dicate that this heat is due almost completely to Fr. 
The same conclusion should hold in the peripheral 
seas surrounding the basin, except possibly where 
Atlantic water is involved. To get an idea of Fw in 
the Greenland Sea, I have utilized buoy data sup­
plied by J. Morison (Polar Science Center, 
University of Washington) to infer the heat and 
mass balance of the ice cover in the vicinity of the 
buoy during its four-and-a-half-month drift. Solar 
input beneath the ice was calculated from daily 
values of Ai interpolated from weekly ice charts; 
heat input from the deeper ocean was assumed to 
be zero. Average surface winds were estimated 
from daily pressure maps. Surface ablation total­
ed some 1.5 m by the time the buoy reached the ice 
edge, indicating that more than half the ice melt 
had to be the result of heat supplied from the 
ocean. If all the energy absorbed between the sur­
face of the leads and the bottom of the ice was us­
ed for lateral melting, the calculations predict an 
ice thickness of about 50 cm at the end of the drift; 
if only half this energy went to lateral melting, the 
predicted thickness would be close to zero. Even 
though uncertainties in the lateral melting and the 
initial thickness distribution of the ice make it dif­
ficult to ·pin down the heat contribution from 
below the mixed layer, it appears to have been 
small. In the Antarctic the role of the deeper ocean 
may be somewhat more important. The small 
amount of surface melting (Andreas and Ackley, 
1982) means that most of the mass loss there must 
occur at the ice/water interface. Gordon (1981) 
estimates that up to 500/0 of Fw could be derived 
from water below the pycnocline, but the uncer­
tainty in this estimate appears to be large. Given 
the magnitude of Fr during the summer and the 
rate at which it can add heat to the ocean, it seems 
best to proceed on the assumption that it 
dominates Fw. 

Discussion 
Although most of the previous discussion has 

centered on thermodynamic problems, it should 
be reiterated that the dynamics and thermody­
namics are intimately connected. Dynamic factors 
such as floe breakup, band formation, ice advec­
tion, and deformation clearly affect the thermal 
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response of the ice cover. Perhaps more trouble­
some to treat are changes in lateral erosion and 
heat transport in the leads that are introduced by 
ice movement. What happens to heat contained in 
the water as floes move relative to one another? 
Does the heat tend to move laterally in the stable 
surface layer, or to mix downward? What is an ap­
propriate way to treat the complex geometry of 
open water areas in the MIZ? We really don't 
know the answers to these questions yet. Likewise, 
it is unclear to what extent our approach to the 
thermodynamic part of the summer decay prob­
lem will provide a framework for including 
dynamic effects. The primary thrust of our efforts 
during MIZEX 84 will be to quantify interactions 
between shortwave radiation, the upper ocean, 
and the moving ice cover in an effort to answer 
such questions. 
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Under appropriate conditions, the nonlinear 
plastic nature of ice interaction together with the 
nonlinear coupling between ice thickness charac­
teristics and ice rheology can substantially modify 
the character of marginal ice zone (MIZ) dyna­
mics. The purpose of this paper is to examine the 
ramifications of these nonlinearities using Hibler's 
(1979) model. Among other things, the· results of 
this investigation show that if the ice thickness dis­
tribution is allowed to equilibrate in response to a 
given wind field, then the shape of the compact­
ness profile will be dictated by the thickness 
strength coupling. The results also indicate that 
rheology-induced ice-edge jet effects will not be 
present for an ideal plastic rheology, but can exist 
in Hibler's viscous plastic model with a suffi­
ciently "weak" viscosity. It is worth noting that 
these results are in contrast to recent studies by 
R~ed and O'Brien (1981) where the ice rheology 
has been approximated by a hydrostatic pressure 
term only rather than by a full plastic ice interac­
tion model. 

To examil1e how a plastic ice rheology modifies 
MIZ dynamics we have carried out a series of ideal­
ized small-scale simulations using the dynamic 
part of Hibler's (1979) two-level model. In addi­
tion, analytic solutions for the equilibrium plastic 
adjustment case are constructed. The configura­
tion (Fig. 1) consists of an idealized north-south 
ice edge; spatial variations in the direction of the 
ice edge are ignored. 

A complete description of the results will be 
given in a subsequent paper. Here we will discuss 
some of the main features of the results. 

The model consists of momentum balance, 
mass conservation, two-level ice thickness distri­
bution, and viscous plastic rheology (Hibler, 
1979). We use it to study the response of the MIZ 
to winds on short time scales; geostrophic ocean 
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currents and thermodynamic effects are ignored. 
We also ignore the inertia of ice,' which is small on 
time scales of more than an hour or two. It is con­
sidered that spatial variations in the MIZ are much 
larger perpendicular to the ice edge than parallel 

. to it and, hence, derivatives with respect to y (Fig. 
1) are assumed to be zero. 

The Hibler model is now reduced to 

aA 
a t 

a a x (uh), 

a a x (uA), 

where a ice stress tensor 
Qi = ice density 
h = thickness 
f = Coriolis parameter 
k = unit vector vertically upward 
U = (u, v) = ice velocity 

T;, and Tw = air and water stresses 
A = ice compactness 

= time. 

The air and water stresses are given by 

(2) 

(3) 

where Ua is the geostrophic wind, ea and ew are the 
air and water densities, Ca and Cw are the air and 
water drag coefficients, and <p and () are the 
boundary layer turning angles for air and water. 
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Fig. 1. The model MIZ and the coordinate system. 

The viscous plastic rheology of the Hibler 
model gives linear viscous creep for small strain 
rates and plastic flow otherwise. While other 
shapes could be employed, the yield curve used 
here is an ellipse in the principal stress space and 
the plastic flow is determined according to the as­
sociated flow rule. The rheology is defined by 

(5) 

E = Y2 [Vu + (Vuy] (6) 

P = P*h exp[ - C(l - A)] (7) 

Here 'YJ and ~ are the shear and bulk viscosities, Pis 
the hydrostatic pressure term, E is the strain rate 
tensor, Eland E II are the strain rate invariants 
equal to the sum and difference of the principal 

"-
Maximu~ 
Shear Stres~,,-

"­

strain rates, and I is the unit tensor. P*, C, f 0 and 
e are rheological parameters: P* is the strength 
constant, C is the reduction constant for opening, 
Eo is the maximum viscous creep rate, and e is the 
ratio of compressive to shear strength. Without y­
derivatives the strain rate tensor is reduced to 

(
a ula x 

f = 0(a via x) 
(9) 

and.its invariants to t = a ula x, Ell = la ula xl. 
As a result, the stress state can lie only in a 
restricted region within or on the yield curve (Fig. 
2). The momentum equation.. can now be written 
as 

" 
/ 

/ 

/compresSive 
/ Stress 

________ -+...,..~_...IL __ ""*---__,~ CJ
1 

Fig. 2. The yield ellipse. Thick lines indicate the possible 
stress states in the MIZ model. 
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Table 1. The standard model parameters. 

Qo = 1.3 kg m- 3 Co = 1.2x 10-3 

{¢ = 25 0 

e,.= 103 kg m-3 C", = 5.5 X 10-3 ¢= 25 0 

Qi = 910 kg m- 3 {f = 1.46 x 10-4 
S-1 p. = 104 Nm- 2 

C = 20 e = 2 if 0 = 2 x 10-7 S-1 

a ( a V) -1]-
ax· ax' - Qihfu + Twy + Tay = O. (lOb) 

The standard parameters for the present calcu­
lations are shown in Table 1. Except for p* and € 0 

they are the same as in the original model. The 
former has been the main tuning parameter of the 
model and has ranged from 5 x 103 in the original 
model to 2.75 x 104 Nm-2 in a recent work of Hib­
ler and Walsh (l982). Our creep limit €o is one to 
two orders of magnitude larger than usually ap­
plied. 

The numerical scheme and the computer code 
of the original model (Hibler, 1979, 1980) have 
been employed. The grid size is 4 km and the time 
step is half an hour. Initially, the MIZ is 60 km 
wide, and the ice cover is compact and 1.5 m 
thick. This thickness corresponds to a characteris­
tic MIZ value given in Wadhams et al. (1979). At 
time zero a constant wind starts to blow. Its speed 
is always 10 mis, and in different runs its direction 
varies around the whole circle at 30 0 spacing. In 
the· following discussion, the ~irection, noted by 
t/; a, is defined as the wind vector direction and is 
reckoned counterclockwise from the x-axis. The 
interior ice is assumed to be motionless. 

The free-drift case is a useful reference solution 
for considering the importance of ice interaction 
in ice drift. For a l.5-m ice thickness, the free-drift 
speed is 15.9 cmls and the direction is 10.6 0 to the 
right from the direction of geostrophic wind. As 
the thickness decreases to zero, free drift bel ')mes 
aligned with the wind and its speed increase.; to 
16.8 cm/s. 

Initialization of the MIZ flow 
The initial velocity distribution was calculated 

by . solving the momentum equation only. Ice 
thickness and compactness were therefore equal to 
their initial values, 1.5 m and 1.0, over the whole 
MIZ. The results show a plastic slip at the left­
hand boundary and a nearly constant ice velocity 
in the MIZ (Figs. 3 and 4). In this nearly constant 
flow the ice creeps in a linear viscous manner and 
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the creep limit restricts velocity differences be­
tween neighboring grid cells to less than 0.8 mm/s. 
As an exception, in the case of t/; a = 330 0

, the 
yield strength is not overcome and the plastic slip 
is missing. 

The results indicate that the free-drift solution is 
a very good approximation if it is directed more 
than about 45 0 away from the MIZ. On the other 
hand, strictly on-ice forcing gives practically no 
motion at all. Between these two extremes there 
are wide regions of nearly edge-parallel flows. 
Comparing with free-drift, it is seen that the ice in­
teraction has a rectifying effect on these flows. 
This is an important feature and it is not difficult 
to distinguish from observations. The reason for 
this rectification is that ice has compressive 
strength. There is a slight asymmetry between 
northward and southward flow patterns due to the 
Coriolis and oceanic turning angle effects. 

The basic dimensionless parameter in our prob­
lem is 

(11) 

where L is the width of the MIZ. First, plastic de­
formation is possible only for r ~)" where), de­
pends on the mode of deformation at the left-hand 
boundary and on the yield ellipse elongation e. Se­
cond, in plastic flow the effect of ice interaction 
can be thought of as reducing the wind stress by 
the factor of 1-)'1 r. The values of )' for some spe­
cific cases are: 

General 

Uniaxial extension 1h.(.J 1 + e- 2 -1) 

Standard 
(e = 2) 

0.06 

Pure shear Y2 e"'1 0.25 

Uniaxial contraction 1h.(.JT=i='71+ 1) 1.06 

The present work has)' * S 0.62, and we can see 
from Figure 3 that the 1 - )'1)' * dependence de­
scribes the solution qualitatively well. 

Adjustment between mass and velocity 
As the MIZ flow evolves with time, the motion 

toward the interior ice must come to a stop. Con­
sequently, the MIZ gets separated from the interior 
ice, or a strictly edge-parallel flow develops (Fig. 
5). The critical factor seems to be whether the free­
drift solution is inward or outward. 

When the MIZ separates from the interior ice, its 
motion is approximately that of the free-drift 
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, state. The velocity is not exactly a constant, as it is 
slightly modified by the Coriolis effect and the hy­
drostatic pressure term. The variations are less 
than 2 cm/s, which is about one-tenth of the aver­
age speed. 

Mutual adjustment between the ice mass distri­
bution and the velocity keep the motion parallel to 
the edge. On-ice forcing becomes balanced with 
the pressure gradient within the MIZ. After ~8 hr 
of model simulation, edge-parallel flows are al­
ready well developed and have approximate gradi­
ent within the MIZ. After 48 hrs of model simula­
tion, edge-parallel flows are already well devel­
oped and have approximately constant velocities 
except for the last grid cell (Fig. 5). The high edge 
velocities are partially a numerical artifact due to 
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the fixed grid. One should, however, note that the 
velocity of the MIZ is generally lower than the free­
drift velocity. Introducing perturbations at the ice 
edge would give a free-drifting ice edge and, 
hence, a sharp increase in ice velocity close to the 
edge. The form of the compactness profile is very 
sharp (Fig. 6). For along-edge winds, the compact­
ness drops from 0.8 to 0 in 8 km (two grid cells). 

We can gain a perspective on the numerical so­
lution by analytically examining the steady state 
adjustment case. In steady edge-parallel flow, the 
u velocity must be identically zero. The continuity 
equation is· then automatically satisfied and the 
momentum equation becomes 
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d ( dv\ dx T/ dx/ - ewCw cosO Iv Iv+ Tay = 0 (12b) 

and now 

(13) 

Since P = P(h,A), our problem contains three 
unknowns: ice thickness, compactness, and veloci­
ty. We have only two equations (12). The results, 
however, depend only weakly on the thickness 
and, hence, we take it as constant in the following 
analytic considerations. 

Without shear strength, ice velocity must be 
constant, with the absolute value [IT II f) C Y2 • • ay t::W w 

cosO] . For fImte shear strength, the ideal plastic 
case is approached as fa - O. Then, in plastic de­
formation 

dv P (dV) 
T/ dx = 2e sg n dx (14) 

and the pressure gra'dient can be easily eliminated 
from (12). Then we have a simple quadratic equa­
tion for v, and the solution is 
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Ivi = .J (ITIIC.)+(rIC.)2 - riC. (15) 

where 

(16a) 

(16b) 

(16c) 

In ± pairs, + is for southward flow and - is for 
northward flow. For a given spatially constant 
wind stress the solution is constant. Thus, plastic 
slip occurs at the left-hand boundary, and in the 
MIZ ice velocity is the given constant while the 
stress state remains indeterminate. 

Next, since v is constant, it follows directly 
from (12a) that P is linear: 

P = (3(x-La) (17) , 

where La is the location of the ice edge after ad­
justment and 

{3 = Tax + ewCw sin 0 Iv Iv + Qihfv. 
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Naturally, for the solution to be valid {3 must be 
positive. Through (7) we can then obtain the com­
pactness profile: 

This analytic form gives a very sharp profile. Fot 
example, if {3 :::::: 0.05 N m-2 then A = 0.78 at 4 km 
from the edge. 

The model calculations at 48 hrs agree rather 
well with the ideal plastic steady state. In some 
cases the model solution has not yet fully devel­
oped to the steady state. The applied creep limit is 
so small that the results should really approximate 
well the ideal plastic flow. On the other hand, if 
the creep limit is increased, linear viscous flow is 
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approached. Then the viscosity would be spatially 
varying and, as shown in Lepparanta (1983), it 
would be possible to obtain sharp changes in ice 
velocity close to the ice edge. 

Discussion 
The standard form of Hibler's (1979) viscous 

plastic sea-ice model predicts a nearly constant 
MIZ flow under constant forcing. If the free-drift 
solution is directed toward the open water, the 
MIZ loses contact with the interior ice and goes to 
the free-drift state. Otherwise there is generally a 
plastic slip at the boundary and the ice creeps 
elsewhere. The ice velocity is naturally less than 
the free-drift if the ice compactness is allowed to 
equilibrate in response to a given wind field. The 
profile of ice compactness is sharp close to the ice 
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edge. Typically compactness drops from about 0.8 
to 0 in about 5 km. 

One overall feature of the model results is that 
in the absence of wind nothing happens, since with 
a plastic rheology the ice will not flow unless 
forced. This is in contrast to Rood and O'Brien's 
(1981) results where their simple pressure term 
causes the ice to flow and undergo geostrophic ad­
justment in the absence of wind. Results also show 
that divergence of ice near the ice margin is caused 
by ice interaction. Hence, divergence of ice cannot 
be used alone as an argument for the absence of 
ice interaction. 

Recently considerable discussion has been de­
voted to the so-called "ice edge jet." Its existence 
has been indicated by the observations of Johan­
nessen et al. (1983), but its nature is not known. 
The present results show that a jet-like feature can 
be present as a perturbation in an ideal plastic 
model. In addition, it may be possible that the ice 
behavior becomes more viscous-like when ap­
proaching the edge. This would increase the creep 
limit in the model. Then sharp velocity profiles 
would be possible, although they would still be 
restricted by the creep limit. 

Model calculations have shown that the adjust­
ment process may last several days and, hence, it is 
considered that the transient case needs further 
study. 
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Analysis of Linear Sea Ice Models With an Ice Margin 
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The steady-s'tate momentum equation of pack 
ice with linear viscous rheology is applied here to 
the marginal ice zone (MIZ). The linear approach 
makes it possible to obtain analytical solutions for 
certain interesting cases. A general major point is 
that in the MIZ we neglect variations parallel to the 
ice edge, which eliminates one independent space 
variable from the problem. This simplification has 
also been used in R6ed and O'Brien (1981) and 
Lepparanta and Hibler (1984). A general solution 
with constant bulk and shear viscosities and spa­
tially varying external forcing is derived, and se­
lected special cases are shown. In addition, one 
specific case with spatially varying viscosity is con­
sidered. 

Linear viscous rheology is a classical description 
of the pack ice material. It was first introduced by 
Laikhtman (1958) and extended later by Glen 
(1970). During the 1970s its applicability to the 
Arctic ice pack was questioned (e.g. Coon et aI., 
1974). The arguments against linear viscosity were 
mainly based on the ridging process, and it is not 
certain how they hold in the MIZ. There has been 
much speculation on the MIZ ice flow on the basis 
of the free drift law, and linear ice models give it a 
first-order correction that considers ice interac­
tion. 

In general form the steady-state momentum 
equation of pack ice is written as 

(1) 

where (J is the ice stress tensor, Qi is ice density, h 
is ice thickness, f is the Coriolis parameter, k is 
the unit vector vertically upward, u is (u, v) or ice 
velocity, Tw is water stress, Ta is wind stress and G 
is the gravitational force due to the sea surface tilt. 
In practice, under time-independent forcing. the 
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steady state is achieved within a few hours or less. 
Now the coordinate system is fixed so that the y­
axis coincides with the ice edge. The MIZ covers 
the zone (0 :$ x :$ L, y ) where the line x =,~L is the 
boundary between the MIZ and the interior ice 
pack (or coast). We assume that spatial variations 
are much larger perpendicular than parallel to the 
ice edge and hence ignore y-dependency. Thus all 
variables are functions of x only. 

Linear viscous rheology is expressed (Glen, 
1970) as 

(J = 21'/E + (S-1'/)trE I (2) 

where E = Y2 [Vu + (Vu) 1] is the strain rate tensor, 
I is the unit tensor, and 1'/ and S are the shear and 
bulk viscosities of ice. With zero y-derivatives, 

(3) 

We take the linear water-stress formula 

(4) 

where Cw is the linear drag coefficient, () is the turn­
ing angle in the oceanic boundary layer, and U w is 
the geostrophic current velocity .. 

Denote 

F = Ta + cw(cos() + sin() kx)Uw + G. (5) 

Utilizing (3-5), (1) can be written in component 
form as 

(Cw sin() + Qihj)v + Fx = 0, (6a) 



(Cw sinO + eihj)u + Fy = 0 (6b) 

The boundary conditions are specified by no stress 
at the ice edge and a given ice velocity at the MIZ­
interior ice boundary: 

(7a) 

(7b) 

General solution with constant viscosities 
First, to shorten our notations, (6a) and (6b)'are 

divided by the constants ~+1] and 1], respectively, 
and rewritten as 

dxxu-a,u+{3,v+,)" = 0, (Sa) 

dxx v - a2 v - {32 U + '}'2 = 0, (Sb) 

where 

(9) 

Using the elimination method, (S) can be combined 
to one for u: 

(10) 

Once this is solved, v is obtained directly from 
(Sa). 

The characteristic polynomial of (10) has the 
roots 

and thus the solution is 

u 
4 

ECf exp(Afx)+u" 
f = 1 

(12) 

where u, is a particular integral of (10) and Cf's 
are undetermined constants. Then, 

v = il.'[ ~ (a, - AI) Ce exp(AeX) + a,u, - d • .u, - or]. 
(13) 
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Clearly, the roots Af consist of four real values 
when the expression in the brackets in (11) is non­
negative; this is true when 

e ehf Yz --- ~tanO + --'-
~ cwcosO 

(14) 

where e = ~/1]. Otherwise, the roots are two com­
plex conjugate pairs. The constants Ce are deter­
mined using the boundary conditions of (7). In the 
general case, one has to solve four simultaneous 
linear equations. 

Constant viscosity and forcing 
Now the free-drift solution 

1 (1 -~)-' 
U = Uf = Cw cosO ~ 1 F, (15) 

where ~ = tanO + eihfl cwcosO, is clearly a particu­
lar integral of (10). Thus 

u 
4 

Uf + E Ce exp(Afx) , 
e = 1 

(16a) 

(16b) 

Constants Cf and solutions (16) were calculated 
with a computer. The following parameters were 
held fixed: 

ei = 910 kgm-3 

h = 1.5 m 
f = 1.46 X 10-4 s-' 

Cw = 0.55 kgm-2 s-' 

o = 25 0 

L = 100 km 
UL = 0 
VL = 0 

Inequality (14) is now valid for e ~2.1. This lies in 
a realistic range, so both real and complex charac­
teristic roots Af are possible. 

We chose the standard viscosities of ~ = 2 X 109 

kgs-' and 1] = 109 kgs-'. These are one order of 
magnitude lower than obtained by Hibler and 
Tucker (1979) for Arctic summer conditions, and 
one order of magnitude larger than used by Lep­
paranta (19S1) in an ice forecasting model for the 
Baltic Sea. The ratio ~/1] was taken as the same as 
in the nonlinear model of Hibler (1979). The forc­
ing term was set equal to 0.2 Nm-2 and directed 
30 0 to the left from the positive y-axis (Le. 30 0 

off-ice with ice on the right). This choice gives 
nearly edge-parallel solutions. 

The standard case results in v-velocity about 
10% less than free drift at the ice edge (Figure 1). 
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Fig. 2. Solutions with no shear viscosity and with no bulk viscosity 
compared with the standard case. The symbols .... on the left show 
free drift values. 

Constant viscosity and variable forcing Viscosity also slightly changes the direction from 
free drift and hence u-velocity is very s~all. In the 
standard case, e = 2 and the characteristic roots 
Af are complex. Consequently, there is an Ekman­
type oscillation present in the solution. ThiJ has a 
small amplitude but still it can be seen in u­
velocity. For comparison, low and high strength 
cases were solved (Figure 1); they were defined as 
having one order of magnitude lower and higher 
viscosities than the standard values (the ratio e was 
the same). 

For simplicity, we neglect now the terms due to 
the earth's rotation, i·.e., we set () = 0 andf = O. 
In addition, the forcing is aligned with the ice 
edge. Then" u . == 0 and v must be solved from 

Removing the bulk viscosity does not change 
the standard case much because we consider ba­
sically an edge-parallel shear flow (Figure 2). The 
situation would be different if we had an on-ice 
forcing. With no shear viscosity v-velocity be­
comes larger than free drift value and even in­
creases slightly towards the MIZ-interior ice 
boundary (Figure 2)." This is easy to understand 
when looking at the original equations (6): with rJ 

= 0, v needs to satisfy a balance similar to free 
drift but with less retarding force through u 
because u is affected by bulk viscosity. 
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(17) 

This has a general solution 

v = C I exp(}x) + C2 exp( - AX) + VI (18) 

where CI and C2 are undetermined constants, A = 
-.J cw/rJ and VI a particular integral of (17). We 
take now a quadratic polynomial for F, 

(19) 

and then 

Utilizing the boundary conditions dx v(O) = 0, 
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Fig. 3. Variable forcing cases: a) standard (11 = 109 kgs-I), b) low 
strength (11 = 108 kgs-I), and c) free drift. The symbols -. -on the 
left show free-drift values at the ice edge. . 

v(L) = 0, the solution becomes 

v = VI _ vl(L) cosh(Ax") + FI sinh[A(L -x)] . 
cosh(AL) cwA cosh(AL) 

(21) 

We fixed as earlier Cw = 0.55 kgm-2 S-I and L = 
100 km. For F three cases are considered: 
F = Fo(l-xIL)n, n = 0, 1, and 2; Fo = 0.2 
Nm-2 • 

The free,-drift solution is shown in Figure 3c. It 
illustrates also the form of the forcing term since 
now free drift equals CW -I times the local force. A 
nonzero viscosity smooths the curves especially 
near· the ice edge where the no stress condition 
must be satisfied (Figures 3b, c). Let us look at the 
point where the speed has dropped by 20% from 
its value at the edge. With quadratic forcing, it is 
11 km for 'Y1 = 0,20 km for 'Y1= 108 kgs- I, and 30 
km for 'Y1 = 109 kgs- I. Thus, to produce a sharp 
increase in the velocity near the ice edge in a con-
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stant viscosity model, one must have a very sharp 
increase in forcing. 

Variable viscosity and constant forcing 
As above, we neglect the earth's rotation and 

align the forcing with the ice edge. Our equation 
for V is thus 

(22) 

This can be solved for some specific forms of 'Y1 

only. We consider a quadratic function 

(23) 

where 'Y1L is the viscosity at the. MIZ-interior ice 
boundary. Equation (22) becomes now the Euler 
equation 
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which has a general solution 

(25) 

where C I and C; are undetermined constants and 

(let al take the plus sign). With the boundary con­
ditions rJdxv(O) = 0, v(L) = 0, we have 

(26) 

Three cases are considered: low, standard, and 
high strength, defined by rJL == 108

, 109 and 1010 

kgs- I
, respectively. The parameters Cw and L are as 

earlier and F = 0.2 Nm-2
• 

The curvature of the velocity distribution across 
the MIZ may have either sign, depending on the 
magnitude of the limiting viscosity rJL (Figure 4). 
Since the viscosity and its gradient vanish at the ice 
edge, the ice velocity there equals the free-drift 
value. In the case of high strength, 200,70 drop in 
the velocity is reached at 1.6 km from the ice edge. 
Thus, sharp jet-like features in ice velocity can be 
produced by variations in the strength. Several 
kinds of viscosity distributions are of course possi­
ble. However, it seems reasonable to assume, as 
here, that the viscosity decreases to zero when the 
ice edge is approached. 

Linear viscous law is a rather crude approxima­
tion of pack ice rheology. However, it is much 
more realistic than the free drift assumption and 
gives an insight into how the ice interaction may 
modify the velocity distribution. Especially, it is 
possible to obtain analytical solutions for the MIZ 
flow for certain interesting cases. In this work 
edge-parallel MIZ flow has been studied. 

With constant viscosity and constant forcing, 
ice velocity does not vary much closer than 30-40 
km to the ice edge (Figure 1). With the standard 
value of viscosity, the edge velocity was 10% less 
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than the free-drift. The solution may contain an 
Ekman-type oscillation of small amplitude [see 
(11)]. Monotonically varying forcing did not 
change the standard case (Figure 3) much, and 
thus the integral of forcing and not the local force 
is most significant. Free drift must follow the local 
force exactly. Variable viscosity may produce 
quite different forms of the velocity distribution 
(Figure 4). Especially, a very sharp change near 
the ice edge is possible. Much discussion has re­
cently been devoted to such a feature, termed the 
"ice edge jet." It is clear that if the MIZ is loose it 
has no strength and obeys the free-drift law; the 
jet may then be caused by the forcing distribution 
only. But if the ice strength increases to a high val­
ue farther from the ice edge, the present results in­
dicate that the jet can be produced by the varia­
tions in the strength alone. 

This work was carried out at the U.S. Army 
Cold Regions Research and Engineering Labora­
tory, Hanover, N. H., and was supported by the 
U.S. Army European Research Office, Contract 
No. -DACA45-83-C-0034. 
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This note presents some recent modeling efforts 
in which a thermodynamic model (R0ed, 1983) is 
coupled with a dynamic model (R0ed and 
O'Brien, 1983) to study the joint effect of thermo­
dynamic and dynamic processes in the marginal 
ice zone (MIZ). 

The dynamic model used in the result presented 
here is a numerical coupled ice/ocean model with­
out internal ice stress. R0ed and O'Brien (1983) re­
ported that this model produces an oceanic re­
sponse very similar to a model including internal 
ice stress (in the form of ice pressure), although 
the details of the ice concentration distribution 
were somewhat different. For details the reader is 
referred to the R0ed and O'Brien (1983) paper. A 
nontrivial extension of this model is to allow for 
two or more ice edges to be present. This is an im­
portant feature if the model is going to be able to 
handle ice banding, etc. It is also important when 
the dynamic model is coupled to a thermodynamic 
model in that local melting (or freezing) may pro­
duce more than a single ice edge. As an example, 
Figure 1 depicts a situation where three ice edges 
are present. A band of ice with maximum ice con­
centration slightly above 200,10 and width about 10 
km was added to the initial configuration. The 
subsequent development as displayed by Figure 1, 
with a wind similar to that of R0ed and O'Brien 
(1983), shows that the band moves parallel to the 
main ice edge. This is to be expected since the ice 
in the band receives the same momentum from the 
atmosphere as the main pack. 

The thermodynamic model is described in R0ed 
(1983) and was developed with a coupling to the 
dynamic model in mind. An important feature of 
this model is that the melting and freezing proc­
esses on a micro scale manifest themselves on the 
mesoscale predominantly by changing the ice 
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.concentration rather than average ice thickness. 
R0ed argues that this is especially true in the MIZ. 
Here the random motion of the individual ice floes 
comprising the ice medium breaks up newly frozen 
ice. This ice in turn either forms into thicker and 
larger floes or it attaches itself to the already exist­
ing floes and thereby creates changes in compact­
ness. In the thermodynamic model, the heat flux is 
simply parameterized to be proportional to tem­
perature differences across thin boundary layers 
adjacent to the ice/ocean, ocean/atmosphere, and 
ice/ atmosphere interfaces. To evaluate the 
necessary coefficients in this parameterization~ a 
melting rate of 20 cm/ day was first assumed, with 
an atmospheric temperature of about -2°C and a 
mixed-layer temperature of 1°C. This estimate is 
conservative when compared to a melting rate of 1 
m/day, as reported by Josberger (1983) with simi­
lar ambient conditions. Furthermore, it was as­
sumed that as time approached infinity the ice 
compactness reached a value of about 850,10 when 
the atmospheric temperature was as low as -32 °e. 
With this assumption, R0ed (1983) showed that 
the freezing time scale was about 2 days (e-folding 
time) and that the melting time scale (only due to 
oceanic heat flux) was about 6 days. 

The thermodynamic and dynamic models were 
coupled numerically. The same grid size and time­
step were used in the integration of the two 
models. The chosen numerical procedure was to 
integrate the thermodynamic part before comput­
ing the effect of dynamics. The effect of the 
thermodynamic model is visualized in Figures 2a 
and b. These figures depict the result of the 
thermodynamic model alone. Initially, the ice con­
centration A ::;: 0 everywhere. The atmospheric 
temperature is specified as a monotonically de­
creasing function northward (positive x) in the 
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form of a hyperbolic tangent. The specified forc­
ing exhibits a front about 100 km wide where the 
atmospheric temperature drops. from 3 °C to 
-32°e. In the deep ocean the temperature is uni­
form equal to 1°C. The initial mixed-layer temper­
ature (Figure 2b) is specified as a hyperbolic tan­
gent and drops from 2°C in the south to -1.7 °C in 
the north on a scale similar to the atmospheric 
temperature. 

We observe that the front in the atmospheric 
temperature produces a similar front in the ice 
concentration (Figure 2a) and oceanic temperature 
(Figure 2b). The most important property of this 
solution is the growth of a significant ice cover on 
a time scale short enough to yield interesting inter­
action with dynamics. For instance, 90 km to the 
right of the ice edge 900/0 ice cover is obtained in 
about 7 days (Figure 2a). To obtain a feeling for 
the effect this production of ice has on the dy­
namics, results from two test runs are shown in 
Figures 3 and 4. To resolve the impact of thermo­
dynamics, the result from a run with no thermo­
dynamics is shown (Figure 3). The applied wind 
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stress acts along the ice edge with the main pack to 
its right. Initially the distribution of ice was 
specified as in R6ed and O'Brien (1983). This wind 
stress moves the ice pack northward (along the 
positive x-axis in Figure 3a) and produces the ex­
pected upwelling at the ice edge. This dynamically 
produced upwelling is close to 4 m in about 14 
days. With thermodynamics coupled to the dy­
namics this upwelling is enhanced to about 5.5 m 
(Figure 4b). Note also that maximum upwelling 
has moved southward and that the width of the 
upwelling dome has decreased. The impact on the 
ice concentration is more drastic. The ice edge 
now becomes almost stationary in time due to the 
production of ice in the areas left by the main pack 
because of the wind. Thus, the areas that experi­
ence an ice cover are drastically enhanced, but the 
ice cover's concentration is too low to have the 
same drastic effect on the oceanic response. The 
impact of dynamics on the mixed-layer tempera­
ture as revealed by Figures 2b and 4c is seen to be 
negligible. 
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Fig. 4. (cont'd). (c) Same as Figure2b. In this case the coupled model has been used. 
The contour interval is 0.09. 

Further experiments with coupled thermo­
dynamic and dynamic ice/ocean models of the 
MIZ are now underway and will be reported in the 
literature. 

This research was supported by the U.S. Na­
tional Aeronautics and Space Administration 
through a subcontract with Florida State Uni­
versity. 
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Some Simple Concepts on Wind Forcing 
Over the Marginal Ice Zone 

W.B. TUCKER III 
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Hanover, New Hampshire 03755 

Recently, considerable attention has been given 
to a possible ice edge jet, a phenomenon in which 
there is a large'ice velocity shear normal to the ice 
margin, with the largest velocities occurring at the 
edge itself. Johannessen et al. (1983) cite an ex­
ample in which a buoy located on an ice floe at the 
ice edge drifted faster than others located farther 
into the ice or outside the edge. In that case, the 
strong velocity shear occurred under conditions in 
which the wind had a large along-edge com­
ponent. Johannessen et al. (1983) also present an 
excellent review of the potential causative 
mechanisms. They suggest that the jet is a wind­
driven feature caused by increased coupling be­
tween the ice and the wind at the edge. Two pro­
posed mechanisms for the increased wind coupling 
are an increase in wind drag near the edge and a 
decrease in the internal ice stress at the edge. They 
concluded that, for their example, even together 
these effects could not account for the total ob­
served velocity differences but may still be impor­
tant mechanisms. They also mention that an ocean 
current, associated with upwelling along the edge, 
and wave radiation pressure may enhance ice 
velocities. 

Other mechanisms have also been proposed. 
Vinje (1977) and Paquette (1982) feel that ice edge 
jets may be associated with oceanic jets caused by 
strong frontal shears. R0ed and O'Brien (1981) 
obtained an ice jet in an analytical model in which 
the Coriolis force was balanced only by internal 
ice pressure. Lepparanta (1984) and Lepparanta 
and Hibler (1984) show analytical and model sim­
ulation results that indicate that various assumed 
ice interactions can significantly alter the velocity 
distribution across the MIZ, some resulting in an 
edge jet. 

A combination of some of these proposed 
mechanisms may be responsible for an ice edge 
jet. Although Johannessen et al. (1983) showed 
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evidence of increased wind/ice coupling at the 
edge, variations in the wind field itself across the 
MIZ have not been proposed as a potential 
mechanism. Recent studies (Lindsay and Com­
iskey, 1982; Andreas et al., 1983; Macklin, 1983) 
have shown significant boundary layer modifi­
cation in both on-ice and off-ice winds near an ice 
margin. This modification results from changes in 
surface roughness and in the rate of atmospheric 
heating between the ice and the ocean. However, 
observations that may detect variations in the 
wind field across the MIZ are lacking. In this 
paper, I will discuss some basic concepts that may 
influence the wind field over the East Greenland 
MIZ. 

Sigtryggsson and Stefansson (1969) believe that, 
under certain conditions, an atmospheric front ex­
ists along the ice edge. They cited as observational 
evidence the many reports of bad weather and in­
creased winds in the ice edge region. The rea­
soning is that very cold polar air can pass over 
compact ice without significant warming, but 
when it crosses the ice edge, it is warmed by the 
ocean and is forced aloft. These are the require­
ments for the formation of a shallow front in this 
region. The. frontal region then comprises a 
pressure-density solenoid with sufficient energy to 
generate circulation within the solenoid. They fur­
ther conjecture that this circulation leads to in­
creased winds in the direction of the solenoid or 
parallel to the ice edge. No explanation of how the 
circulation is translated into parallel winds is 
given, only that experience (presumably reports) 
indicates that this situation is, in fact, realistic. 
Figure 1 shows their conception of the expected 
winds along the ice edge and a schematic cross­
section of the hypothetical front. 

This hypothesis is certainly attractive, because it 
results in winds blowing parallel to the edge. How­
ever, a physical explanation for the generation of 



Fig. 1 a. Expected wind direction in the 
vicinity of the ice edge (from Sig­
tryggsson and Stefansson, 1969). 

Fig. 1 b. A vertical cross-section of the atmosphere above the leading edge 
of the ice pack viewing to the north. Solid lines are isotherms, dotted lines 
are isobars. The double line represents the frontal boundary. Currents 
blowing toward the viewer are indicated by a circle enclosing a point (from 
Sigtryggsson and Stefansson, 1969). 

the circulation and the transition into horizontal 
currents was not presented. The generation of 
circulation around a pressure-density solenoid is 
described by Holton (1972) in application to land 
and sea breezes. This circulation and means of 
turning the wind parallel to the ice edge are dis­
cussed below with reference to the possibility of an 
ice breeze. The presence of a front as proposed by 
Sigtryggsson and Stefansson (1969) is probably 
analogous to the proposed ice breeze, both being 
solenoidal cells caused by a large thermal gradient 
across the ice edge. 

The ice breeze (McPhee, 1980) is an ice-margin 
analogy to the temperate-zone sea or land breeze. 
Like the ice edge jet, this speculative mechanism 
would also be dependent upon a large thermal 
contrast. The atmospheric temperature gradient 
required is again due to the presence of cold, dense 
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air over the ice and of significantly warmer air 
over the ocean. 

The essence of the ice breeze idea is that there 
will be a thicker isobaric layer over the ocean than 
over the ice because of the difference in air den­
sities (Figure 2). A downward-sloping pressure 
gradient from sea to the ice develops and accele­
rates the air from sea to ice at shallow upper 
levels. The resulting flow causes a mass (pressure) 
increase over the ice and a decrease over the ocean 
at the surface; an acceleration of air from ice to 
ocean results. Holton (1972) presents an idealized 
solution employing the Kelvin circulation theorem 
to give the acceleration of the wind at the land/sea 
interface: 

R(t-1;) In ~ 
2(h+L) PI 

(1) 
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Fig. 2. Schematic of proposed ice-breeze circulation cel/. 
Dashed lines indicate isoteric (constant specific volume) sur­
faces. 

where R is the gas constant, 1; and 1; are the 
average air temperatures in the layer over land (1;) 
and ocean (1;), po is the surface pressure, PI is the 
upper level pressure, h is the height, and L is the 
cell dimension normal to the land. For' an assumed 
ice breeze, we would consider 1; to be over the ice 
and 1; to be over the ocean, as shown in Figure 2. 
Holton (1972) cites an example giving Po as 1000 
mb, PI as 900 mb, 1;-1; = 10°C, L = 20 km, and 
h = 1 km, which results in an acceleration of :;:: 
0.68 cms-2

, neglecting frictional effects. Kozo 
(1982a) points out, in making a case for sea breez­
es occuring in summer off the Alaskan coast, that 
the height scale (h) will be about half that in the 
mid-latitudes because the Arctic typically has a 
shallower boundary layer capped by an inversion. 
In addition, he found a length scale (L) of about 
40 km. This large length scale and smaller cell 
height tend to reduce the acceleration given by (1); 
however Kozo (1982a) reports a temperature con­
trast (1;-1;) of approximately 20°C. From (1) 
then, the Arctic wind acceleration values are com­
parable to those in the mid-latitudes, so an Arctic 
sea breeze seems possible. For our presumed ice­
edge circulation cell we will certainly have the in­
version conditions described by Kozo (1982a), 
with perhaps even a shallower boundary layer. We 
would also expect a length scale similar to his. 
However, we have been unable to ascertain what 
the layer temperatures across the ice edge may be 
in the East Greenland region during winter or 
summer. Taking values obtained during winter 
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across the Bering Sea MIZ (although under off-ice 
winds) (Lindsay and Comiskey, 1982), we find 
t-1; to be about 5°C. This, value is likely to be 
conservative for the East Greenland MIZ, which 
contains thicker and more compact ice than does 
the Bering Sea. However, even with this value an 
acceleration of 0.1 cm S-2 is obtained, enough to 
justify investigation of this mechanism. 

There is another key difference between density­
driven winds in high- and mid-latitude regions. 
During summer and winter and in high latitudes 
there is no reversal of the phenomenon (sea to 
land and vice versa) because of the absence of 
diurnal solar forcing. Moritz (1977) and Kozo 
(1982a) pointed out that under constant forcing 
(due to 24-hour irradiance in summer), the wind 
generated by this process has sufficient time to ad­
just to the Coriolis force. Moritz (1977) suggested 
that the Alaskan sea breeze eventually produced 
an alongshore component because of the larger 
horizontal extent of the coastline, continuous 
solar forcing, and a large Coriolis force. Kozo 
(1982a, b) verified these effects with observations 
and model predictions. For the case of an off-ice 
breeze generated by the increased pressure gra­
dient over the ice, the Coriolis force would turn 
the wind to the right under continuous forcing; 
but a 360 ° turning is prohibited because the 
sea/ice temperature difference remains positive. 
The result is a wind with an along-ice component. 

As mentioned above, solar irradiance is con­
tinuous during summer and absent in winter. The 
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Fig. 3. Schematic of wind vector (V IO) response due to sur­
face roughness over the MIZ. Assumed roughness and 
along-edge and across-edge wind components (UIO, VIO) 
across the region are also shown. 

question then is whether the thermal gradient 
across the ice edge is large enough for the ice 
breeze to occur during either of these seasons. An 
additional concern is how the large stabilities and 
shallow boundary layers limit the vertical develop­
ment of the circulation cell. The largest thermal 
gradient occurs in winter, yet the deepest bound­
ary layers are in summer. The effect of synoptic 
scale winds on the hypothetical ice breeze also 
needs to be addressed. All of these concerns stress 
the need for observations. 

Aside from winds being generated by the ther­
mal contrast between the ice and the ocean, we 
must consider the effects of the MIZ on an existing 
synoptic wind. In particular, varying frictional 
forces caused by changing surface types and in­
creasing stability over the ice are likely to produce 
noticeable effects. It is well established that the 
Ekman turning angle a, between the geostrophic 
wind and the surface wind, increases with both at­
mospheric stability and surface roughness. Like­
wise, the ratio of the surface wind to the geo­
strophic wind (viol Vg) decreases with stability and 
surface roughness. 

Figure 3 shows qualitatively the expected effects 
of surface roughness on the wind profile for an 
on-ice wind over the MIZ. For this situation, we 
consider that surface roughness increases from the 
ocean to the MIZ, then decreases again over the 
smoother pack ice. This is consistent with recent 
measurements of drag coefficients in the Antarctic 
MIZ (Andreas et al., 1983) and the Bering Sea MIZ 
(Macklin, 1983). The lower roughness over 
smoother pack ice is consistent with drag coef­
ficients measured over pack ice by Banke et al. 
.(1980), who showed it to be close to the open 
ocean value. Figure 3 shows schematically the ex-
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pected turning and decreasing of the wind vector 
in the MIZ and the readjustment over the smooth 
ice. The increasing roughness and the expected 
profile of the along-ice wind component, u lo , are 
also in the diagram. Notice that the turning gives a 
larger along-ice component relative to the across­
ice component (VIO) in the MIZ. 

A similar qualitative analysis can be carried out 
for stability, as shown in Figure 4. Here it is as­
sumed that stability will increase through the MIZ 
and pack ice, a reasonable assumption since less 
heat escapes to the atmosphere through the more 
compact ice. As shown, we expect a turning and 
decreasing wind vector with an increasing along­
ice component (ulo) relative to the across-ice com­
ponent (VIO). A linear increase in stability or the 
wind components, as drawn, is not necessarily 
anticipated; the sketches simply illustrate the over­
all effect. 

What is not clear for the edge is the relative 
magnitude of either of these effects. Overland et 
al. (1983) conducted studies of the Bering Sea MIZ 
using a numerical boundary layer model. 
Although their model was for an off-ice wind, the 
conclusions are somewhat applicable to this 
scenario. One important effect is that the wind 
and height of the boundary layer had a larger 
response to changes in surface roughness than to 
changes in surface heating. Not only does this im­
ply that the roughness may create more significant 
effects than stability, but that roughness will also 
influence the stability in the MIZ. The model does 
demonstrate decreased windspeeds in the MIZ 
although the relative u and v components are not 
shown. One would have to assume that increased 
turning accompanied the decrease in speed. 

Thus, the interaction between stability and sur-
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Fig. 4. Schematic of wind vector (V 10) response due to 
increasing stability across the MIZ. Assumed index of stabil­
ity and along-edge and across-edge wind components (UIO, 

VIO) across the region are also shown. 

face roughness and their combined effect on winds 
in the MIZ is likely to be quite complex. What we 
can expect for our hypothetical case is an increase 
in the along-edge component relative to the com­
ponent normal to the edge. Because the greatest 
effect is not likely to be at the ice edge, but deeper 
in the MIZ, it is unlikely that they contribute to an 
ice edge jet. However, modeling studies should be 
carried out for various situations to investigate the 
response of the wind as a function of the 
roughness and compactness of the ice. 

Barrier winds may also affect the East 
Greenland MIZ. These winds are essentially caus­
ed by a surface pressure gradient resulting from an 
increase of mass at the base of mountain chains 
that have effectively dammed the cold, dense air. 
The phenomenon has been observed in the western 
Weddell Sea along the Antarctic Peninsula 
(Schwerdtfeger, 1979) and on the north slope of 
the Alaskan Brooks Range (Schwerdtfeger, 1974). 
A recent numerical study by Parish (1983) in­
dicates that these winds may be present in the 
regions several hundred kilometers from the 
geographic barrier. The close proximity of high­
elevation Greenland makes this a distinct possibili­
ty in the East Greenland MIZ. 

Some simple concepts that may produce 
variable wind forcing in the MIZ have been pre­
sented. Although the ice edge jet is probably the 
result of several interacting mechanisms, the at­
mospheric contribution cannot be neglected. With 
an expected large thermal contrast in the at­
mosphere across the ice edge, mesoscale features 
such as fronts or cellular circulations analogous to 
land breezes may exist. Larger scale features such 
as the adjustment of the pressure surfaces to the 
density surfaces, resulting in stronger geostrophic 
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winds, are also a possibility. The presence of an 
ice cover of varying thickness and compactness 
implies that surface roughness and atmospheric 
stability will also vary. These changes can also be 
expected to modify the synoptic winds flowing 
over the MIZ. 

These hypotheses need to be carefully examin­
ed. Detailed investigations will require many field 
observations, made during all seasons. Unfor­
tunately, this is one of the more difficult areas of 
the world from which to obtain observations. 
Modeling of the lower atmosphere over ice and 
adjacent oceans can proceed, but the models will 
require these observations for initialization and 
testing. 
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The purpose, of this paper is to extend the 
analytic solutions for the couple~ ice/ocean free­
drift problem to finite depth (Shuleikin, 19~8; 

Reed and Campbell, 1962; Neralla et al., 1981; 
Pease and Overland, in press). The intent is to ex­
amine the role of bathymetry in influencing the 
wind drift of ice in shallow seas of the seasonal ice 
zone, such as the Bering, Chukchi, and Barents 
Seas, which have significant areas with depths less 
than 50 m. Solutions for, ice drift and current 
velocity in a shallow sea with.neutral stratification 
are obtained as afunction of wind stress, ice thick­
ness, and water depth. The ocean is treated using 
Ekman-Taylor similarity with second-order 
closure to determine the turbulent intensity; this 
allows continuous solutions from 5 m total depth 
to deep water. Examples are shown with drag co­
efficients for the air/ice, ice/water, and 
water Ibottom interfaces specified from recent sur­
veys from the northern Bering Sea, a region with a 
broad continental shelf with a significant area of 
water ·depth between 30 and 50 m. The solution 
shows little dependence on water depth for depths 
greater than 30 m and wind speeds less than 15 
mis, because the level of turbulent mixing de­
creases with water depth for a given wind speed 
for depths less than 50,m. 

We begin by assuming that the ice is wind­
driven and in free drift. The ocean is neutrally 
stratified, which is valid in the Bering Sea away 
from the outer marginal ice zone in winter (Kinder 
and Schumaker, 1981). The ocean is modeled us­
ing second-order closure. (Mellor and Yamada, 
1982; Mofjeld and Lavelle, 1983); expanding the 
classical, two-layer Ekman-Taylor solution under 
the ice (McPhee, 1982) with an additional bottom 
boundary layer proved less than satisfactory in 
providing a continuous' solution from shallow to 
deep water. 

• Contribution number 677 from the Pacific Marine En­
vironmental Laboratory. 
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The steady,.state, vertically integrated mo­
mentum equation for the ice in free drift using 
complex notation (P = -1) is 

C + Ta - Tw = 0 (1) 

with 

and VI = UI + iVI' where UI and VI are the east and 
north components of the ice velocity, fis the Cor­
iolis parameter, el is the ice density, and hI is ice 
thickness. Boldface symbols indicate vector quan­
tities, while italic symbols genote scalar magni­
tude. Airlice stress is given by a drag law: 

(2) 

where Va is the relative air/ice velocity, V a ~ V I; ea 
is the air density; and Ca is the air lice drag coeffi­
cient. The reference level in the air forcilitates 
comparison with Bering Sea measurements 
(Macklin, 1983; Pease et aI., 1983). 

Given eI, hlJ J, ea, Ca , and V A, an additional 
relation is needed to close the system of equations 
(Shuleikin, 1938; Reed and Campbell, 1962) be­
tween the icelwater stress Tw and VI for finite 
depth ocean. This relation is obtained by solving 
the stress-driven flow problem in the ocean. The 
steady-stat~ momentum equatipn for the ocean is 

(3) 

where V is the water velocity, eo is the water densi­
ty, and T is the .horizontal component of stress 
defined as: 

T =A ~ 
eo a z (4) 

with A .an eddY,coefficient (Neumann, 1968). We 
will treat (3) and (4) as a coupled system of first-



order differential equations subject to the bound­
ary conditions: 

T = T w at z = H - Zw, and 
(5) 

v = 0 at Z = ZB 

where Zw and ZB are the roughness lengths of the 
ice/water interface and the bottom respectively, 
and H is the water depth. 

One of the simplest differential models (Mo­
fjeld and Lavelle, 1983) of the turbulent mixing 
has the eddy viscosity proportional to the product: 

(6) 

where 8m is a proportionality constant, £ is a 
prescribed mixing length, and q is the turbulent in­
tensity determined by local balance between shear 
generation and viscous dissipation: 

T 0 V q3 
----=0 eo 0 Z c£ 

(7) 

where c is the dissipation constant. Since the tur­
bulent production represented by the first term in 
(7) cannot depend upon how the turbulence is 
dissipated (Mofjeld and Lavelle, 1983), q must be 
proportional to c Yl • Using this fact and 
substituting the eddy coefficient stress relations (4) 
and (6) into (7) gives 

YloO V 
q=c {OZ' 

and thus 

(8) 

(9) 

The mixing length decreases toward both bound­
aries, and in deep water approaches an asymptotic 
mixing length, £ 0, sufficiently far from the bound­
aries: 

£ = kz(H-z) [1 +kz(H-z)/(£Ji)rl H- 1
, (10) 

with k the Von Karman constant and £ 0 deter­
mined by the vertical distribution of turbulent in­
tensity (Weatherly and Martin, 1978; Mellor and 
Yamada, 1982) below the ice: 

H-z ~ H-z ~ £ 0 =-yL = -y .. f w(H-z)qdZ J W qdz -I (11) 

ZB ZB 
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where L is the scale height of the turbulent intensi­
ty and 'Y is an empirical mixing length parameter. 
Implicit in (11) is the assumption that the tur­
bulence generated in the surface layer under the 
ice dominates the viscosity. 

The solution for the steady Ekman problem, 

(12) 

was obtained by integrating (3) and (4) using a 
fourth-order Runge-Kutta scheme to determine 
the vertical structure functions, ¢I and ¢2, and 
matching the boundary conditions to find A and 
B. The vertical spacing, 8, of the solution is 
decreased near the boundaries and scaled by the 
local roughness lengths to provide better resolu­
tion in regions of large shear: 

In (Z/ZB) 
8 = In[(H - zw)/ZB] 

In[(H - z)/ zw] 
In[(H - ZB)/Zw] (13) 

For these calculations, 1001 vertical points were 
used. The initial profile of viscosity increased 
linearly away from both boundaries and thereafter 
(9) was used. The ocean was coupled to the ice by 
iteration on (1), initially setting T w = Ta , and solv-
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ing for VI = V(z = H - zw) until Tw converged to 
within 0.1070. This typically took four to seven 
iterations. 

Figures 1 and 2 plot the wind factor, V/VA , and 
the drift angle ex between V I and V A as a funtion of 
depth and wind speed for the constants given in 
Table 1. The value of Co is representative of the in­
ner marginal ice zone (MIZ) of the Bering Sea 
(Macklin, 1983). The ice/water roughness Zw is 
calculated from a value of Cw obtained from a 

measured ratio of Co to Cwo The ocean bottom 
roughness was inferred from observed tidal cur­
rent profiles in the central Bering Sea shelf (Mo­
fjeld and Lavelle, 1983). 

Our solution approaches the dependence of 
wind factor VI / VA on wind speed for the deep­
water limit (Reed and Campbell, 1962, Neralla et 
aI., 1981; Pease and Overland, in prep.) and adds 
credibility to the boundary layer parameteriza­
tions used in those studies. The solution in Figure 
1 shows little dependence on water depth for 
depths greater than 30 m. This is at first surprising 
since the Ekman solution (Ekman, 1905) has a 
local maximum of surface velocity for a value of 
H/D = 0.3, where D is the depth of frictional 
influence. If D, and thus the maximum eddy co­
efficient, is specified explicitly as a function of the 
ice/water shear stress: 

our solution will also give the behavior of an 
Ekman-type solution. However, in the second­
order closure solution for a given T w, the 
magnitude of the mixing length and hence the ed­
dy viscosity also decrease with decreasing water 
depth. This has the effect of keeping the H / D 
ratio large as the water depth decreases from 50 m 
to 20 m for wind speeds greater than 10 mise 

The main coefficients in the model are the 
various drag coefficients and ,,(, which determines 
the maximum value of the mixing length in deep 
water (Table 2). The ratio of the air/ice drag coef­
ficient to the ice/water drag coefficient, Co/Cw , is 
a major parameter of the model rather than the in­
dividual coefficient values because the ice/water 
stress and air/ice stress are in approximate 
balance. There is significantly less scatter in obser-

Table 1. Values for a sample calculation typical of the Bering 
Sea in winter. 

Air density 
Ice density 
Water density 
Ice thickness 
Drag coefficient (air/ice) 
Drag coefficient (ice/water) 
Surface roughness computed from Cw 

Surface roughness (water/bottom) 
Coriolis parameter 
Von Karman's constant 
Mixing length parameter· 
Dissipation constant· 

• Mofjeld and Lavelle (1983). 
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e. = 1.30 kg/m3 
el = 0.95 x 103 kg/m3 
B> = 1.026 X 103 kg/m3 
hI = 1 m 
C. = 3 X 10-3 (at 10 m) 
Cw = 17.6 x 10-3 (at -2 m) 
Zw = 9.8 X 10-2 m 
ZB = 1 X 10-4 m 
f = 1.26 X 10-4 S-I (60 0 latitude) 
k = 0.4 
'Y = 0.2 
c = 15 



Table 2. Sensitivity of model speed ratio 
(VIIVA ) and veering angle (0:) to the CalC", 
ratio, 'Y, tidal mixing, and ice thickness. Stan­
dard case is for an ice thickness of 1 m and a 
wind velocity of 15 mise 

H = 20m H = 100 m 

a a 
VI/VA (deg.) VI/VA (deg.) 

STD 0.042 45.2 0.033 30.1 
C./C", x 1.5 0.045 43.0 0.036 28.4 
C./C",xO.5 0.040 48.4 0.030 32.73 
"y = 0.3 0.040 45.6 0.032 28.2 
"y = 0.1 0.049 44.8 0.038 34.8 

W/Tides 0.041 45.1 0.034 30.2 
HI = 0.5 m 0.043 43.6 0.034 28.4 
HI = 3.0 m 0.039 50.9 0.032 36.7 

vations of this ratio than in observations of either 
coefficients (Pease et aI., 1983). The range of 
Cal Cw ratio in Table 2 is greater than ± 2 standard 
deviations of theratios given by Pease et al. (1983) 
for the Bering Sea and is within the range for Arc­
tic Ocean values (McPhee, personal communica­
tion). 

Another factor that may influence the results is 
that on most continental shelves there can be 
enhanced vertical mixing from tidal currents. This 
background turbulence rriay influence how the 
wind-driven solution couples to the bottom. The 
second-order closure model was run with specify­
ing the bottom stress from the tidal velocity as 10- 1 

N m-2 and calculating the vertical profile of eddy 
viscosity; this value of tidal stress is typical of the 
rotary tide over the central Bering Sea Shelf near 
60 oN and 168 OW. This profile of eddy viscosity 
was added to the viscosity calculated from the tur­
bulent energy equation for the wind-driven case. 
The composite results in Table 2 show no signifi­
cant tidal influence on the steady drift for the pa­
rameters given; there is some effect, particularly 
on angle, for water depths less than 20 m. 

We have presented a solution for wind-driven 
ice drift in a shallow sea. The ocean is treated us­
ing second-order closure, and the ocean solution is 
directly coupled with the ice through the ice/water 
stress (Reed and Campbell, 1962). The second­
order closure solution is an ideal way to resolve 
the ice/water boundary layer, bottom boundary 
layer, and the Ekman dynamics for a continuous 
range of water depths and wind speeds. Water 
depth has little influence on the solution for water 
depths greater than 30 m because the level of tur-
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bulent mixing is a decreasing funtion of the total 
water depth. 

This paper is a contribution to the Marine Ser­
vices Project at PMEL and was supported in part 
by the Arctic Program of the Office of Naval 
Research. 
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Marginal Ice Zone Modeling: Bering Sea Viewpoint 

H.J. NIEBAUER AND V. ALEXANDER 
Institute of Marine Science, University of Alaska, Fairbanks, Alaska 99701 

High-latitude seas are often partially or season­
ally covered with sea ice, either fixed to land mass­
es (fast ice) or floating unattached (pack ice). The 
associated sea-ice edges are intensive oceanic 
frontal systems, since there are large horizontal 
density gradients in the surface layers caused by 
the change in phase of water from liquid to solid. 
Melting, freezing, and wind-driven water and ice 
in the marginal ice zone (MIZ) generate additional 
vertical and horizontal density gradients in sea­
water (i.e. fronts). The purpose of this paper is to 
review briefly the modeling work on mesoscale 
(ca. kilometers and days) oceanographic processes 
in the MIZ and to compare the modeling results 
with the results of field studies. The observed and 
modeled physical features are also discussed rela­
tive to observed ice-edge biological processes. 
Finally, some recent results of field studies in the 
Bering Sea are presented to motivate additional 
MIZ modeling work. 

Efforts to model the mesoscale MIZ processes 
have only recently been initiated and reported. 
Gammelsrod et al. (1975) considered analytic 
linear, homogeneous, time-dependent and steady­
state models of wind-driven upwelling near an ice 
edge. They found that in the steady-state mode the 
ice-covered region was similar to a coast. In time­
dependent mode, friction (which was proportional 
to the velocity) determined a time scale of about 
10 days for the onset of ice-edge upwelling. 

Clarke (1978) considered an analytic linear 
model of quasi-geostrophic water motion near the 
sea ice edges. The ocean was stratified in 2 layers, 
with the sea ice thinner than the surface Ekman 
layer. Clarke found that the stationary ice sheet 
prevented the water beneath it from 'feeling' wind 
stress so that the boundary layer currents and up­
welling were due to local forcing functions (i.e. the 
curl of the wind stress at the ice edge). He found 
the time and length scales for these phenomena to 
be on the order of 1 day and 10 km (the latter is 
the baroclinic Rossby radius of deformation). 

Niebauer (1982) applied a cross-sectional, 
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multilayer, time-dependent model to the MIZ in 
the eastern Bering Sea. The model results included 
ice-edge. upwelling, baroclinic geostrophic flow, 
and inertial oscillations, with the emphasis placed 
on the driving forces of wind and low-density melt 
water. The time scales of all these phenomena 
were Ilfto 2 pi/f(2-12 hrs), wheref = the Cor­
iolis parameter. The space scale was the Rossby 
radius of deformation. Examples of the model 
output are shown in Figure 1. Figure 2 illustrates 
the phenomena of increased vertical density gra­
dients due to less dense ice melt water at and under 
the ice edge in the upper 30 m and the associated 
frontal structure within 10 km of the ice edge 
(Alexander and Niebauer, 1981). The model 
hydrographic structure showing the melted ice 
water in the MIZ (Figure 1) is in at least qualitative 
agreement with these cross sections. 

The oceanographic structure at the ice edge due 
to ice melt has marked effects on the biological 
regime in the MIZ. Marshall (1957) hypothesized 
that observed high primary productivity near the 
retreating Bering Sea MIZ in spring was due in part 
to low-salinity melt water increasing the stability 
of the water column, thus keeping phytoplankton 
from being vertically mixed out of the photic 
zone. Subsequent observations by McRoy and 
Goering (1974), Alexander and Cooney (1978), 
Niebauer et al. (1981), and Alexander and 
Niebauer (1981) support this hypothesis. Similar 
observations have been made in Antarctic waters 
(Hart, 1942; Ivanov, 1964; El Sayed and Taguchi, 
1981). 

The ice-edge frontal structure is also produced 
by ice-edge upwelling due to wind-driven Ekman 
transport (Buckley et al., 1979; Alexander and 
Niebauer, 1981; Johannessen et al., 1982). Alex­
ander and Niebauer (1981), in reporting multiple 
occurrences of wind-driven ice-edge upwelling in 
the Bering Sea (Figure 2), suggested that the sur­
facing of the isopleths that form the frontal struc­
ture seaward of the ice edge is due, at least in part, 
to melting ice, but it is also due to surface diver-
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Fig. 2. Sigma-t (a, d), chlorophyll a (b, e), and nitrate (c, f) sections across the Bering Sea marginal ice zone 
in May 1975 and April 1976. Note difference in scales. (After Alexander and Niebauer, 1981.) 

gence and upwelling at the ice edge caused by 
wind-driven off-ice Ekman transport. They fur­
ther suggest that the hydrographic structure far­
ther off-ice (i.e. doming of the isopleths from the 
surface to 30 to 80 m about 25 km seaward of the 
ice and, still farther off-ice, the decrease in water 
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density with distance offshore) support the con­
cept of ice-edge upwelling. Again, there is a quali­
tative agreement between the hypothesized wind­
driven upwelling in the vicinity of Stations 27 to 30 
in Figure 2a, Stations 194 to 200 in Figure 2d, and 
the model results in Figure 1. 



Johannessen et al. (1982), in reporting ice-edge 
upwelling in the North Atlantic, suggested that it 
resulted from surface Ekman divergence at the lee 
edge of the pack ice as the pack ice was being 
driven into the main ice field. That is, the wind 
was blowing parallel to the ice edge with the ice to 
the right of the wind. The divergence was attrib­
uted to stronger coupling of wind to water via ice 
as compared with wind acting directly on water. 
Rfled and O'Brien (1983) presented a MIZ model 
with a movable ice sheet. They found that, for 
winds blowing parallel to the ice edge with the 
main ice pack to the right of the wind, Ekman 
transport could cause convergence of the loose ice 
in the MIZ, with upwelling along the trailing edge 
of the moving loose ice similar to that observed by 
Johannessen et al. (1982). More recently, Rfled 
(1983) has shown that the models are sensitive to 
parameters consisting of combinations of the drag 
coefficients used in the three air/ice/sea in­
terfaces, such that upwelling or downwelling may 
occur, depending on the choice of parameters. 

Regardless of the mode, ice-edge upwelling may 
increase the supply of nutrients to the ice-edge 
zone, resulting in an increase in primary pro­
duction. For example, Alexander and Niebauer 
(1981) showed maxima in chlorophyll (Figure 2b) 
associated with the denser upwelling water (Figure 
2a) 25 to 50 km off the ice edge. But Niebauer 
(1982) suggested that ice-edge upwelling is only 
half as effective in bringing deeper, nutrient-rich 
water into the photic zone as is upwelling along a 
solid coast. This conclusion resulted from a model 
study with a stationary ice cover, however, where­
as McNutt (1981), for example, has shown that the 
pack ice over large portions of the eastern Bering 
Sea shelf can be moved about at speeds up to at 
least 0.5 m/s. On the other hand, results from 
Rfled and O'Brien's (1983) model with movable 
ice also suggested that ice-edge upwelling is not 
nearly as efficient as coastal upwelling. 

This less efficient upwelling process may be im­
portant in places like the Bering Sea shelf where 
the more nutrient-rich Bering Sea source water, 
which is warmer and more saline than the shelf 
water, is found at depths greater than 90 m (com­
pare, for example, Figures 2c and 20. Ice-edge up­
welling may not be able to draw this water high 
enough in the water column to aid the primary 
production, given the observed duration of wind. 
In addition, Niebauer (1980) has shown large-scale 
fluctuations in the southern ice edge extent in the 
eastern Bering Sea that may have an important im­
pact on ice edge productivity. In spring 1976, the 
ice extended to the shelf break out over the 
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nutrient-rich water (e.g. Figure 3), while by spring 
1979, the seasonal ice extent had retreated some 
400-500 km northward so that the MIZ was over 
much shallower water. Upwelling over this 
shallow water may be less effective in increasing 
primary production because of decreased nutri­
ents at depth. 

Recently, Niebauer and Alexander (1983) have 
presented evidence of the interaction of frontal 
systems on the Bering Sea shelf. The frontal struc­
ture and stratification associated with the MIZ are 
not fixed in space because the MIZ is not fixed in 
space. In spring, as the ice melts, the MIZ as well 
as the associated melt-water-generated front and 
phytoplankton bloom move into shallower water. 
On the Bering Sea shelf, as on other of the world's 
shelves, there is a tidally driven front that forms 
on and is roughly fixed in space at about the 50-m 
isobath. We suggest that the front and the stratifi­
cation associated with the melting ice collides with 
the hydrographic structure associated with the 
50-m tidally driven front and closes the structure 
to form the dish-shaped hydrographic feature (sta­
tions 56-60 in Figure 4). This process generally has 
the result of stabilizing or maintaining the phyto­
plankton (chlorophyll) in the iee edge photic zone 
in the presence of a nutrient (nitrate) supply. But 
this process, which encourages the bloom, also 
limits it as the nitrate trapped in the stratification 
structure is used up and additional nitrate that 
could sustain the production is sealed off from the 
bloom at depth. 

Cross-section observations taken several days 
apart showed some decrease in the amount of 
nitrate in the "dish" in Figure 4, but not enough 
to account for the much more widespread 
chlorophyll. The bloom seems to have tapped a 
nitrate source. We suggest that upwelling is occur­
ring in the region of the 50-m front as a part of the 
frontal circulation, and nitrate-rich water is being 
forced laterally through the front into the "dish," 
supplying the bloom with additional nitrate and 
thus extending its life. 

This leads to a discussion concerning the rela­
tion of ice-edge blooms to open-water spring 
blooms, and their relation to the overall primary 
production of the Bering Sea as well as other 
seasonally ice-covered, high-latitude seas. It must 
be pointed out that an ice-edge bloom is a spring 
bloorri. Ice-edge blooms can usually be 
distinguished from the open-water shelf spring 
blooms by the physical method by which surface 
stratification (resulting in a reduction of surface 
mixing) occurs. In ice-edge blooms, low-salinity 
melt water accounts for the stratification (Alex-
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Fig. 3. The eastern Bering Sea showing the mean April ice edge position for 1976 and 1979. 

ander and Niebauer, 1981), while in most open­
water shelf blooms, surface heating accounts for 
the stratification (e.g. Sambrotto et aI., 1983). 
Differences in assemblages of phytoplankton also 
allow differentiation (SchaI)delmeier and Alex­
ander, 1981). 

We know that both of these spring blooms oc­
cur and are important in the Bering Sea and cer­
tainly in other high-latitude seas. However, we do 
not know their relationship to one another in time, 
space, or magnitude in these areas, which are 
seasonally ice-covered; that is, in regions where 
the ice retreats in spring, the critical period in the 
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primary production cycle. For example, we 
speculate that an ice-edge bloom may at times 
preclude an open-water spring bloom because, as 
mentioned above, the melt-water stratification 
may prevent the vertical replenishment of 
nutrients to the photic zone. If increased spring in­
solation during and following the ice retreat rein­
forces the stratification, then the nutrients may be 
sealed' off at depth until fall and winter, when 
storms and cooling break down the stratification. 
However, if, after the ice-edge bloom, there is 
some mechanism, such as wind mixing or upwell­
ing in a shelf frontal system, that allows mixing of 
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nutrients back into the photic zone followed by 
insolation-driven stratificatioin (or additional 
melt-water stratification), there can be an addi­
tional open-water spring bloom and an increase in 
the primary production. There appears to be 
enough nutrients at depth on the Bering Sea shelf 
to fuel blooms. The problem is to get the nutrients 
into the photic zone, above the stratification, 
where the phytoplankton can take it up. 

To document this interaction in the field would 
and does take an enormous amount of resources 
due to the time and space scale of the phenomena, 
the variability of the high-latitude seas, and the re­
quired logistic support. Modeling provides a par­
tial alternative to allow rapid and inexpensive test­
ing of hypotheses that in turn should lead to more 
efficient field programs. Furthermore, to quote 
Walsh (1975), "The marine habitat is a geophysi­
cal fluid, and any attempts to understand biologi­
cal processes therein must be firmly based in a 
matrix of relevant physical oceanography." The 
recent MIZ observations in the Bering Sea (Nie­
bauer and Alexander, 1983) require an under­
standing of the open-shelf physical processes, the 
meteorological processes, the MIZ circulation 
processes, the biological processes, and, most im­
portantly, their interaction. It is in this interactive 
mode, in trying to short out the role of the various 
physical and nonphysical processes, that models 
prove invaluable as research tools. 

This work was supported by the National 
Science Foundation under Grant OCE-8240487 
and by the State of Alaska. 
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Variation of the Drag Coefficient 
Across the Antarctic Marginal Ice Zone 
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Hanover, New Hampshire 03755 

In October of 1981 the U.S.-U.S.S.R. Weddell 
Polynya Expedition (Gordon and Sarukhanyan, 
1982) crossed the Antarctic marginal ice zone 
(MIZ) near the Greenwich Meridian on the Soviet 
icebreaker Mikhail Somov. During the traverse we 
launched a series of five radiosondes along a 
150-km track starting at the ice edge. The wind 
was from the north, off the ocean, and these 
radiosonde profiles showed profound modifica­
tion of the atmospheric boundary layer (ABL) as 
increasing surface roughness decelerated the flow. 
The primary manifestation was a lifting of the in­
version layer by the induced vertical velocity as the 
distance from the ice edge increased. Using this 
raising of the inversion we were able to estimate 
the change in the neutral-stability drag coefficient, 
CD, across the MIZ. CD increased from its open 
ocean value, 1.2 x 10-3

, at the ice edge to 4 x 10-3 at 
80-90070 ice concentration. We present an. equa­
tion for this dependence of the drag coefficient on 
ice concentration that should be useful for model­
ing the surface stress in marginal ice zones. 

The juxtaposition of ice and water in polar seas 
can have dramatic effects on the ABL. Vowinckel 
and Taylor (1965) and Badgley (1966) first pre­
dicted the magnitude of the turbulent winter heat 
flux from open water to the atmosphere, but the 
ABL can also respond to a change in surface 
roughness. Although the changes in roughness 
may not be as obvious over the polar seas as they 
are over land or at coastlines (Panofsky and 
Petersen, 1972; Beljaars, 1982), the ice edge 
especially can present a significant roughness 
change. The drag coefficient-a measure of sur­
face roughness-is very similar for the ocean 
(Large and Pond, 1981) and for smooth sea ice 
(Banke et al., 1980). But, based on measurements 
by Smith et al. (1970), Macklin (1983), and Banke 
et al. (1976, 1980), and on theoretical work by 
Arya (1975), a picture is emerging of how strongly 
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the drag coefficient depends on surface topog­
raphy. In the MIZ (Wadhams, 1981), where the ice 
is broken and dispersed by wave activity, the drag 
coefficient is probably larger than anywhere else 
over the ocean, since the surface is essentially a 
continuous field of step functions-ice to water, 
then back up to ice. The drag coefficient here may 
thus be as much as three times greater than it is 
over the ocean; this corresponds to a two-order­
of-magnitude difference in the roughness length, 
Zo. An atmospheric flow crossing the ice edge 
consequently encounters a change in surface tem­
perature as well as a change in surface roughness 
that is large enough to alter the ABL (Taylor, 
1969; Peterson, 1969; Panofsky and Petersen, 
1972; Vager and Nadezhina, 1975). 

During our series of radiosonde launches, the 
wind was from the northwest, it had been steady 
in direction for the 12 hours before we en­
countered the ice edge (Figure 1). The sounding 
profiles (Figure 2) and our shipboard meteorologi­
cal data thus provide the first comprehensive look 
at how surface roughness and temperature 
changes in the MIZ can affect the ABL. 

With the on-ice winds, the atmospheric flow en­
countered an increase in surface roughness at the 
ice edge and consequently slowed (e.g., Taylor, 
1959; Vager and Nadezhina, 1975). By virtue of 
two-dimensional continuity, 

a ula x + a wla z = 0 (1) 

where U is the mean horizontal wind velocity and 
so defines the x-axis, W is the mean vertical veloc­
ity, and z is positive upward, there must thus have 
been a positive vertical velocity over the ice. In 
other words, the entire ABL can be expected to 
rise downwind of the roughness change. This lift­
ing is obvious in Figure 2, where the potential tem­
perature profiles above the inversion remain virtu-
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Fig. 1. The cruise {rack. The flags show observations of the surface wind vector, which were 
made every 3 hours as indicated. The open circles show locations of the upper-air soundings 
with the time noted. 

ally unchanged from sounding to sounding, but 
rise with distance downwind from the ice edge. We 
will use this raising of the ABL to estimate the 
change in drag coefficient across the MIZ. 

Table 1 summarizes the upper-air soundings 
that we made while crossing the MIZ. In the table 
the fetch is 'the actual distance the wind blew over 
the ice, not the distance perpendicular to the ice 
edge. The ice concentration c is the fraction of ice 
cover estimated from our visual observations 
(Ackley and Smith, 1983); Ts is the surface tem­
perature; Til is the air temperature at a height of 
11 m measured by a sensor on the bow of the ship; 
VIO is the wind speed 10 m above the surface, 
measured on the ship's mast; and ¢ is the relative 
humidity. 

We used two different radiosonde systems for 
the soundings. The MI0 sounding was made with 
a MicroCORA system manufactured by Vaisala of 
Helsinki, Finland, and the other four with a Air­
sonde system manufactured by A.I.R. of Boulder, 
Colorado. Both systems measure pressure, tem­
perature, and humidity. In addition, the 
MicroCORA measures the wind profile by using 
the Omega Navaid signals to track the radiosonde 
(Beukers, 1979). Andreas and Richter (1982) eval­
uated the performance of the two radiosonde sys­
tems that we used on the Somov and found that 
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they made comparable measurements of pressure 
and temperature. The interchangeability of tem­
perature and pressure sensors between different 
sondes was pretty much as the manufacturers 
specify, ± 0.2 °C for temperature and ± 1 mb for 
pressure (Call and Morris, 1980). The accuracy of 
the Omega-derived winds in this part of the Ant­
arctic is, nominally, 1 mls (Olson, 1979). 

As is evident from the wind flags in Figure 1, 
the wind direction was very steady during our 
radiosonde transect and for the 12 hours preced­
ing it. At the ice edge at noon on 20 October the 
geostrophic wind was from 300°, and there was 
very little Ekman turning of the wind vector: only 
11 ° between the surface and 2000 m. Andreas et 
al. (1984) discuss this wind profile and other evi­
dence of the two-dimensional nature of the flow. 

Ackley and Smith (1983) describe in detail the 
ice conditions that we encountered during our 
transect on 20 October. In brief, we saw the first 
small chunks of ice at 1115 GMT and crossed very 
diffuse plumes of small broken floes until the MI0 
sounding at 1153, when ice concentration was 
judged to be 10070. We continued to alternately 
cross open water and low-concentration plumes of 
brash ice and small broken floes until the A3 
sounding at 1304. Now the plumes and bands be­
came more concentrated and contained some 



2000r---~----~----~----~--~----~----~--~ 

1500 

E 

~ 1000 
C\ 

cv 
I 

500 

o -2~0--------~----~------~--~~--------L------1~0------~----~20 

Temperature (oC) 

Fig. 2. Potential temperature profiles from the five soundings. 

older ice with evidence of ridging; but there was 
still a lot of open water. Ice concentration for the 
A4 radiosonde at 1444 was 15070, and the floe size 
was approximately 5 m. Between the A4 and A5 
soundings we evidently crossed a more stable ice 
edge; by the time of the AS sounding at 1644 the 
concentration was 30%, the floes were older and 
sometimes ridged, and some were snow-covered. 
The banding of the floes continued as we pene­
trated the MIZ; at 1717 we crossed an extensive 
band of 5-m floes, and the ice coverage had in­
creased to 40-60%·. For the A6 soundings at 1756 
we were in first-year ice of 80% concentration, 
floe diameters were 8-10 m, and there was brash 
ice between the floes. By 1815 the ice concentra­
tion was 90%, a value typical of the interior pack, 
but the floes were still only about 10 m in diam­
eter. Compare this description of the Antarctic 
MIZ to that by Bauer and Martin (1980) of the 
Bering Sea MIZ, which seems to be much narrower 
and to be a result of somewhat different processes. 
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In Figure 3 we have contoured the potential 
temperature data shown in the profiles in Figure 2. 
We also plot in the figure and list in Table 1 the in­
version height Zi' the potential temperature at Zi' 
o i, the height of the top of the inversion layer Zit 
(where the potential temperature profiles in Figure 
2 change slope a second time), and the potential 
temperature there 0 it. 

Figure 3 gives la fairly complete picture of the 
modification of the ABL. The Zit level rose with 
distance downwind but remained essentially 
coincident with the 14°C potential temperature 
surface. The Zi level also rose but, in contrast to 
Zit, crossed isentropic surfaces: the inversion base 
was being eroded by mixing processes. Never­
theless, the slope of the inversion layer, 
(0 it - 0 ;}/(Zit - Z;), remained constant at 
0.017°C/m from the ice edge to 150 km. That is, 
above the inversion base the structure of the air 
mass did not change over the 150-km path; po­
tential temperature is a conservative tracer. 
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Our interpretation of Figure 3 necessarily means 
that the entire air column rose in response to the 
increased surface roughness. From the entries in 
Table 1 we can approximate the vertical velocity as 
(1513-1113 m)/6 h :::::2 cm/s. As we have already 
explained, this vertical velocity was merely a 
consequence of mass continuity; as the horizontal 
flow was decelerated by the increased roughness 
of the ice, there must have been a compensating 
increase in vertical velocity. We can therefore also 
approximate the vertical velocity from (1) and the 
wind speeds listed in Table 1: 

AW::::: -Az(AU/Ax'). (2) 

With AU = - 2 mis, Ax 150 km, and Az .= 

1500 m, again W ::::: 2 cml s at Zit. We conclude 
that our data are consistent and that our conceptu­
al picture of the ABL modification is accurate. 

Since the lifting of the inversion layer results 
from the flow deceleration due to the increased 
roughness and surface stress, it seems conceivable 
that we can estimate the drag coefficient in the 
MIZ from the rate of increase of Zi. 
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Taylor (1969) and Yager and Nadezhina (1975) 
have made numerical studies of an ABL perturbed 
by a change in surface roughness, but there is no 
analytical framework specifically for the study of 
ABL modification. We therefore base our evalua­
tion of the MIZ drag coefficient on ABL similarity 

. theory such as that developed by Zilitinkevich 
(1972, 1975). A fundamental assumption of the 
theory is horizontal homogeneity, which is 
certainly absent in the MIZ, but the precedent for 
using such a procedure is well established: early 
analytic studies of horizontal nonhomogeneity in 
the atmospheric surface layer have yielded useful 
results despite being based on relations derived for 
horizontally homogeneous conditions (e.g, 
Calder, 1949; Sutton, 1953; Elliot, 1958; Philip, . 
1959; Panofsky and Townsend, 1964; Townsend, 
1965; Taylor, 1970). 

Fortunately, for the scales with which we are 
concerned, the ABL over the MIZ seems to have 
been in quasi-equilibrium with the surface, so sim­
ilarity theory may be more valid than it at first ap­
pears. Consider a horizontal scale characterizing 
the rate at which the ABL responds to a new sur-



Table 1. Summary of the marginal ice zone upper-air' sound­
ings. All were made on 20 October 1981. 

Sounding 

MIO A3 A4 A5 A6 

Time· 1153 1304 1444 1644 . 1756. 
Lat. (OS) 56.2 56.4 56.6 56.8 56.9 
Long. (OE) 3.3 3.7 4.1 4.6 4.9 
Fetch (km) 0 35 76 120 150 
c O.lOt 0.10 0.15 0.30 0.80 
Ts (0C) -1.3 -1.4 -1.4 -1.6 -1.7 
TIl (0C) 0.8 -1.3 -0.9 -1.7 -1.6 
UIO (m/s) 9.5 8.9 8.4 7.9 7.4 
<p (0/0) 91 90 88 93 98 
Z; (m) 491 511 694 827 1050 
0; (0C) 3.5 ).7 4.6 4.9 6.4 
Zi/(m) 1113 1169 1219 1351 1513 
Oil (0C) 14.1 14.3 13.4 13.4 14.3 

• Since we were near the 0 ° meridian, all times are both Greenwich Mean Time 
(GMT) and local time. 

t Although we specify c as 0.1 for this sounding, that value is really not ap-
propriate for the radiosonde profile. We made this sounding virtually at the 
ice edge; with on'-ice winds the air mass was, thus, representative of open 
ocean conditions-Le., of c = O. 

face, such as Dmod = ZJ (a ZJ a x), which is rough­
ly (800 m)/(560 m/150 km) = 210 km. On the 
other hand, we can form a distance scale repre­
sentative of the turbulent processes in the ABL 
from the boundary-layer time scale ZJu., and the 
mean wind speed f.J, D turb = UZJ u $I where u. is 
the friction velocity. This scale is interpreted simp­
ly as the distance an eddy is advected downwind 
while making one cycle of the boundary layer. We 
approximate Dturb as (15 m/s)(800 m/0;32 m/s) = 
38 km. Thus, there is a much shorter distance scale 
for turbulence, which similarity theory models, 
than there is for characterizing the gross changes 

-'in the ABL. Evidently, turbulence parameters in 
the MIZ can respond rapidly enough to be in 
quasi-equilibrium with the surface despite its non­
homogeneity. 

Zilitinkevich (1975) predicted the height of a 
fully developed ABL in stable stratification (see 
Figure 2): 

(3) 

where ex is a constant, which Zilitinkevich (1975) 
took as one; T is a temperature typical of the 
layer; f is the Coriolis parameter; g is the accelera­
tion of gravity; Hs is the surface sensible heat flux; 
eo is the air density; and Cp is the specific heat of 
air at constant pressure. 
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Equation (3) has been verified with different 
values of ex: Businger and Arya (1974) found ex = 
1.1; Brost and Wyngaard (1978), ex = 0.63; and 
Brown (1981), ex = 2.0. Busingerand Arya (1974) 
found that (3) is true for u./ If \L >20: that is, for 
the Obukhov length L < 130 m in our study. 
Because of the surface inhomogeneity in the MIZ, 
however, it is hard to know whether the Obukhov 
length L has any physical significance. But Irwin 
and Binkowski (1981) showed how L is related to 
the local gradient Richardson number, Ri, which 
we c~1.ll easily compute from our data. Converting 
L to Ri using their method, we find that (3) is true 
for our data when Ri > 0.1, a criterion that all of 
our soundings meet for heights above 200 m. 
Equation (3) therefore seems applicable here. 

We will assume that hi corresponds to the inver­
sion height Zi and will use (3) to relate the ex­
pected increase in surface stress u! to the increase 
in Zi. Andreas et al. (1984) have shown that Hs 
was fairly constant during our radiosonde tran­
sect; consequently, (3) simplifies to 

(4) 

The 10-m drag coefficient is defined by 

(5) 

where the wind speed at 10 m, U10 , is listed in 
Table 1. We know fairly well the value of the drag 



coefficient for neutral stability at the ice edge, 
Cn(x = 0) == eno = [u.(O)/ U 10(0»)2; it was the open 
ocean value 1.2x 10-3 (Large and Pond, 1981). The 
relative change in the drag coefficient across the 
MIZ is thus 

Cn(X)/Cno [u.(X)/u.(O»)2 • 
[U10(0)/U10(x»)2. (6) 

With our measurements of U10 , and evaluating 
u.(x)/u.(O) from (4), 

Cn(x)/ Cno = [Zi(X)/ Zi(O)] • 
[U10(0)/ U10(x»)2, (7) 

where Zi(O) is the inversion height from the M 1 0 
sounding, a v~lue that should represent the hori­
zontally homogeneous conditions of the upwind 
ocean. The beauty of (7) is that it involves only 
ratios of the measured quantities. Hence, un­
certainty over the value of the constant in (3) does 
not affect it, and possible fetch-dependent stabili­
ty effects or systematic errors in our determination 
of U 10 are of minor consequence. Cn/Cno is thus, 
in essence, the ratio of drag coefficients for 
neutral stability. 

Figure 4 shows a plot of Cn/Cno as a function of 
fetch for our data. The line, obtained from a least­
squares fitting of In(Cn/Cno) vs X, is 

(8) 

Remember that X is not the perpendicular dis­
tance into the MIZ. The equation 

(9) 

with d in kilometers describes the behavior of 
Cn/Cno as a function of actual distance from the 
ice edge. 

Figure 4 suggests that values of Cn in the MIZ 
can be more than three times larger than open 
ocean values: with Cno = 1.2 X 10-3, Cn can be 
4 x 10-3

• Such values are not without corrobora­
tion. Macklin (1983) reported an average Cn value 
of 3.09 ±0.49xl0-3 in the Bering Sea MIZ for 
close but heavily fractured and ridged ice. Smith et 
al. (1970) measured Cn values as large as 4x 10-3 in 
80-900/0 ice cover in the Gulf of St. Lawrence. In 
contrast, the roughest ice that Banke et al. (1980) 
sampled in the close Arctic pack had a drag coeffi­
cient of 2 x 10-3

• 

Equation (8) [or (9)] is not a very useful pre­
dictive tool, however, because the composition of 
the MIZ-its compactness and the distribution of 
ice types within it-can undergo significant tem­
poral changes (Bauer and Martin, 1980). The dis­
tance from the ice edge may thus not be a very 
meaningful model parameter. Ice concentration c 
is more useful. Equation (8) does help us smooth 
out some of the variability in our particular data 
set, however. In Figure 5 we plot our raw Cn/Cno 
data and the corresponding points obtained from 

4~---.-----.----.-----~----r---~-----r--~ 
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Fig. 4. The relative change in drag coefficient across the MIZ. 
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Fig. 5. Raw and smoothed CDICDO ratios as a function of ice concentration. The dashed line 
suggests how we believe the ratio behaves for nearly complete ice cover. 

(8) vs c. The line, which we fitted by trial-and­
error and intuition, is 

CD/CDO = 1 + 2.4 tanh(2.5c), 0 :sC :s 1. (10) 

The values this predicts correspond well with the 
CD values measured by Smith et al. (1970) in 
80-90070 ice concentration. 

The tanh function increases monotonically with 
its argument, so (10) predicts that CD = 3.4CDO 
(= 4.1 X 10-3 if CDO = 1.2 x 10-3

) for total ice cover. 
Such a large value is incompatible with the meas­
urements of Banke et al. (1980); they showed that 
over smooth, continuous sea ice CD has virtually 
the same value that it has over the ocean, 1.1-1.2 x 
10-3

• As the surface roughness of the interior pack 
increases, CD also increases, but evidently not to 
values as large as 4x 10-3

• Consequently, we sug­
gest with the dashed line in Figure 5 that CD/ CDO 
must rapidly return to the smooth ice value­
one-as the ice concentration increases from 80% 
to 100%. Wind tunnel studies summarized by 
Rouse (1965) showed essentially this same effect; 
the aerodynamic surface roughness goes through a 
midrange maximum as the concentration of 
roughness elements increases from 0.0 to 1.0. For 
nearly complete ice cover, we therefore hypothe­
size that the relations parameterizing CD as a func­
tion of surface roughness presented by Banke et 
al. (1980) replace (10). 
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Bauer and Martin (1980) speculated that the 
banding of ice that is common near ice edges 
(Muench and Charnell, 1977) is a result of the var­
iation in drag coefficient across the MIZ. More re­
cently, Wadhams (1983) suggested that the change 
in drag coefficient merely leads to divergence of 
the ice in the MIZ; then other processes, such as 
wave radiation pressure (Wadhams, 1983; Martin 
et al., 1983) or the reduction in water drag caused 
by melting (McPhee, 1983), act to form and ac­
celerate the bands. By showing just how much the 
drag coefficient can cpange across the MIZ, our re­
sults explain the ice divergence due to off-ice 
winds that is the first step in band formation. 

The data that we have presented give a fairly 
complete picture of how a stably stratified atmos­
pheric boundary layer (ABL) is modified by an in­
crease in surface roughness. The essential process 
in the modification is a deceleration of the air flow 
because of increased surface stress. The induced 
vertical velocity then lifts the entire ABL. The 
mixed layer below the inversion cools by losing 
heat to the surface, but temperature changes 
above the inversion are purely adiabatic. 

Our radiosonde observations of the height of 
the inversion let us make the first determination 
ever of the drag coefficient over the broken floes 
that are characteristic of the Antarctic MIZ. We 
found that CD for neutral stability can be as great 
as 4 x 10-3

, but depends strongly on ice concen-



tration. We have thus presented the first param­
eterization of the drag coefficient in terms of ice 
concentration (eq 10), an important relation for 
use in modeling surface stress in marginal ice 
zones. 
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During the MIZEX 83 Greenland Sea pilot study, 
clustering of ice floes was noted as a typical fea­
ture in the marginal ice zone (MIZ). One dominant 
manifestation of this clustering is the presence of 
thicker ice near the ice edge. Evidently, differen­
tial motion among the floes is due to the variabil­
Ity of the characteristics of the floes themselves. It 
is suggested here that free-drift variations due to 
floe thickness differences is a key characteristic-in 
this clustering phenomenon. These variations are 
reflected in the dependence of the inertial and 
Coriolis forces on ice thickness. The basic idea 
dates back to Zubov (1945) but has not been 
touched on recently in connection with MIZ floe 
characteristics. 

The Greenland Sea MIZ is a mixture of first-year 
and multiyear ice floes with thicknesses ranging 
from 1 to 4 m. Due to the Coriolis force, heavy 
floes tend to drift more slowly and more to the 
right of the wind than light floes. This is an effi­
cient mixing mechanism and produces clusters, as 
light floes catch up with heavy floes in some places 
and drift apart from them in others. 

To examine this process theoretically we will 
consider the movement of floes on the basis of the 
free-drift balance. In addition, Monte Carlo nu­
merical calculations with free drift assumed are 
carried out. This approach is reasonable in the 
marginal ice zone, since mixing of floes is most ef­
ficient when internal stresses within the MIZ are 
small, i.e. when the ice is diverging or ice compact­
ness is less than 0.8-0.9. We consider the effect of 
the Coriolis force only and ignore possible modifi­
cations due to the inertia of the ice. 

The steady-state, free-drift balance, considering 
the wind and water stresses and the Coriolis force, 
is written as (Hibler, 1984) 
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ewCwu(cosO + sinO kx)U-eihjkxu = 0, (1) 

where ea, ew, and ei are the air, water, and ice den­
sities, respectively, Ca and Cw are the air and water 
drag coefficients, cP and 0 are the air and water 
turning angles, Va is the wind velocity, k is the unit 
vector vertically upward, u is the ice velocity, h is 
the ice thickness, and f is the Coriolis parameter. 
The solution depends on the boundary layer 
angles and two additional independent dimension­
less products. Choosing (Lepparanta, 1981) 

the solution can be written 

ulUa = NaeP(R, 0), 

cos({3 + ct» = cosO e F(R, 0). (3) 

Here {3 is the deviation of ice drift direction to the 
right of the wind direction. The function P is 
given by 

(4) 

For a fixed oceanic boundary layer angle 0, P de­
creases monotonically from 1 to 0 as R goes from 
o to infinity (Fig. 1). Note that Pis only weakly de­
pendent on O. 

Ice thickness affects the free-drift solution 
through R being proportional to h. Hence, as h in­
creases, the wind factor ulUa decreases and devia­
tion angle {3 increases. Note also that R is inversely 
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R Fig. 1. The function F in the free-drift solution. 

-.. 20 
III 

E 
~ 

~ 
Q) 10 c 
0 
Q. 

E 
0 
U 

I 
>-

0 10 20 
x-Component (em 5- 1) 

Fig. 2. Free-drift cases: wind stress is aligned with 
the y-axis and the dots mark the tips of the ice 
drift vectors; ice thickness = 0, 1, 2, 4, and 16 m 
and wind speed = 5 and 10 mls. 

proportional to the wind speed. Some solutions 
are shown in Figure 2 in vector form for two dif­
ferent wind speeds. Since 1 cm/s approximately 
equals 1 km/day it is seen that neighboring first­
year and multiyear ice floes can drift apart several 
kilometers in one day due to the thickness differ­
ence only. Such a phenomenon was in fact ob­
served in MIZEX 83. In particular, after several 
days of off-ice winds, two originally adjacent floes 
that had been marked were relocated and found to 
be more than 1 mile apart. 

It is also worth noting that floe clustering due to . 
differential drift of floes is a substantial concep­
tual change from the thickness distribution con­
cepts used in most sea-ice models (see e.g. Hibler, 
1984). In conventional sea-ice models, one veloc­
ity is normally used for a variety of ice thicknesses 
in a region, and statistical ice thickness variations 
are then deduced from the gradients of this veloc­
ity field. Taking into account differential drift of 
different floes would require a conceptual reform­
ulation of such theories. 

To examine whether in fact such drift variations 
could create clusters, a Monte Carlo simulation 
was carried out. The results clearly support our 
reasoning above (Fig. 3). Initially, ice floes were 
randomly distributed in space with random 
thicknesses up to 5 m. Only one drift component 
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was simulated. The system works so that when a 
light floe catches a heavy floe, they stick together 
and drift as a group; their mean thickness then 
determines the drift velocity. Floe clustering is 
seen for all our ice compactness values. Very 
similar results were obtained when the floes were 
initially equally rather than randomly spaced. 

There is not yet sufficient data on the drift of 
various floes to test our theory. It is consequently 
recommended that field measurements relevant to 
this problem be made during the MIZEX 84 main 
experiment. One might think that differential drift 
among floes is caused also by form drag varia­
tions. From field data on the drift vectors of floes 
of different thicknesses it should be possible to re­
solve the role of form drag and thickness varia­
tions in the drift of ice floes. 

Ice thickness variability is suggested to be an im­
portant factor in floe mixing since it implies dif­
ferential drift among floes through the Coriolis 
force. Further, this mechanism also causes floe 
clustering. It is believed that the abundance of floe 
clustering in the Greenland Sea MIZ in the summer 
of 1983 was due to thickness variations; the range 
was typically 1 to 4 m. 

Zubov (1945) suggested that thickness varia­
tions cause ice bands. This may not be exactly 
true, but we think that, at least in the initialization 
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Fig. 3. Monte Carlo simulation of floe clustering. In each case the lines follow each other, forming a single 
long line. Each digit gives the thickness of an ice floe rounded in meters. The total time is 100 minutes times 
the floe size in meters. A uniform wind of 10 ms- I was assumed. 
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of band formation, thickness variations are im­
portant. 

The first author of this paper is financially sup­
ported by the U.S. Army European Research Of­
fice, Contract No. DACA45-83-C-0034. 
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A Markov Model for Sea Ice Trajectories 

R.COLONY 
Polar Science Center, University of Washington, Seattle, Washington 98195 

This paper outlines a stochastic/kinematic 
model of sea ice motion in which the trajectories 
of ice floes in the Arctic Ocean are modeled as a 
random process. Such a model is considered for 
two reasons: first, because of the intrinsic un­
predictability of atmospheric and oceanic circula­
tion, uncertainty of historical records, and in­
complete knowledge of the governing equations of 
motion; second, because it may be a way of quan­
tifying the interannual variability of sea ice mo­
tion. The central idea is to make use of observa­
tions of ice motion to construct a statistical 
description of the field of motion during a small 
time interval. Building on this it is possible to 
predict the long-term statistical properties of the 
trajectories in such a field. The random ice parti­
cle trajectories are modeled as a discrete time, 
finite state, Markov process in which the state of 
the ice particle is defined by its location. Varia-
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tions of the question: If a marked particle oc­
cupies region n at time t, what is the probability 
that it will be (or could have been) in region n I at 
time t '? are addressed. 

The random motion of a marked particle in the 
time interval T is characterized by the conditional 
probability density function f(y Ix). This function 
gives the probability that the particle occupies 
location y at time t + T given that it was at location 
x at time T. In the present model we assume f(y Ix) 
to be the bivariate Gaussian distribution 

where ii = ii(x, T) is the mean motion in the time 
interval T, and (J2 is the variance of the single com­
ponent departure from the mean. Figure 1 shows 
the field of mean motion and Figure 2 shows the 
variance of the departure as a function of T. If Tis 
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Fig. 1. The mean velocity field as analyzed from observed motion 
(Colony and Thorndike, 1983). 
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Fig. 2. Pairs of intersecting trajectories have been analyzed. These 
trajectories share a common location, say Xo but at different 
times, e.g., X(t) = Y(t ') = XC' The variance of their subsequent 
separation lX(t + T) - Y(t ' + T) I is shown as a function of T. Then 
(J2 = 54 variance lX(t + T) - Y(t ' + T) I (Colony and Thorndike, in 
progress). 

chosen as 90 days, then lui :::::200 km and (2(J2)Y2 ::::: 
225 km. A typical situation is shown in Figure 3. 

Thermodynamics also plays a role in modeling 
random trajectories. A marked ice particle may 
melt in the marginal seas and thus terminate its 
trajectory. Similarly the marginal seas are a source 
of surface ice cover and thus trajectories may be 
initiated in these regions. Figure 4 shows the 
average summertime ice-free regions. 

The Arctic Basin is partitioned into a number of 
cells having the labels {I ,2, ... ,N}. Figure 4 shows 
the situation for N = 111. A trajectory is said to 
be in state i at time t, [X( t) = 11, if the mar ked par­
ticle occupies cell i at that time. Furthermore a tra­
jectory is said to be in state * at time t if the trajec­
tory has been terminated at or before time t. The 
stochastic process describing probable future tra-
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jectories of a particle having present positIon, Xo, 

is given in terms of the conditional probabilities: 

Pu = Pr[X(tk+l) = j !X(tk) = 11 
particle in cell i moves to cell j 

r i = Pr[X(tk+l) = * !X(tk) = 11 
trajectory is terminated in the interval (tk, 
tk + 1 ) 

1 = Pr[X(tk+l) = * !X(tk) = *] 
the trajectory remains terminated 

Similarly the backward process describing the 
probable paths a particle could have taken to ar­
rive at the present location is given by 
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Fig. 3. The distribution of particle position at time t + T 

given that it had position x at time t is illustrated. The 
circles are shown with radius of r = 0.707a, 1.414a, 
and 2.121a and are centered about the expected posi­
tion y = x + n. The probability that y is inside the 
circles is 22%, 63%, and 89% respectively. 

Fig. 4. The average summertime ice-free regions as analyzed from 
observations (Lemke et al., 1980). 

qij = Pr[X(tk-1) = j !X(tk) = 11 
particle in cell i came from cell j 

Si = Pr[X(tk-1 ) = * !X(tk) = 11 
trajectory was initiated in the interval (tk - h 

tk ) 

1 = Pr[X(tk-1) = * !X(tk) = *] 
trajectory did not exist before it was in­
itiated. 
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Trajectories are terminated when the marked 
particle melts or moves out of the region of inter­
est. Similarly, a trajectory is initiated with the for­
mation of a surface ice cover or when a particle 
moves into the region of interest. The forward and 
backward transition probability matrices 

- [PRJ' - IQsJ A = Oland A = 0 1 

organize these conditional probabilities. 



The forward and backward processes are 
related by the unconditional probabilities 

rr = Pr (trajectory terminated from state l) 

sr = Pr (trajectory initiated in state I). 

These are the probabilities that a particle melts or· 
leaves the region from (forms or enters the region 
into) cell i. The forward and backward recurrent 
transition probability matrices are 

jj = [f* ~) and E = [j* g] where S* 
[SrI, R* = [rn. 

It can be shown that the row vector II = (7rI' 

7r2, ••• ,7rN, 7r*) satisfies 

N 

II = ITB, II = ITB, 1r.i >0, L 1r.i = 1, 
j=l 

1r.i = lim Pr[X(tn) = j ~(to) = i]. 
n-oo 

The 1r.i are the stationary distribution of the proc­
esses jj and E. Note that after a very long time 
the process is at a random position on a trajectory 
that was initiated by the rule S*, therefore we have 
the interpretation 

1r.i = Pr (ice particle is in cell J). 

Using the identity Pr(X/y).Pr(y) = Pr(X and y), 
the forward and backward transition probabilities 
are related, 

Numerical values of the transition probabilities 
Pij and ri are obtained by appropriate integration 
of f(y Ix) over various regions. The elements of S* 
are obtained by integration over the source regions 
of surface ice cover, assumed here to be the sum­
mertime ice-free region shown in Figure 4. After 
evaluation of P, R, and S*, the above formulas 
are used to calculate Q, R *, S, and II. 

Having established the symmetry of the forward 
and backward processes, it is sufficient to consider 
only the forward process characterized by A. The 
n step probabilities 
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are simply the ijth element of the nth power of P. 
The n step transition probability matrix for the 
process A is 

n L PV-I R. 
v=l 

The elements of Rn are the probabilities that the 
trajectory has terminated after n steps, given that 
the marked particle had initial location in cell i. 

The calculus of Markov chains is replete with 
formulas for the statistics of the process. Condi­
tional on the marked particle having present posi­
tion, Xo, the random model gives the following 
statistics for the forward process: 

• the distribution of time until trajectory termi­
nation 

• the distribution of time until trajectory termi­
nation, conditional on the way the trajectory 
is terminated 

• the probable locations in a fixed drift time 
• the probability of melting in a particular 

region 
• the probability of exiting the Fram Strait 
• the probability of visiting a particular region 
• the mean time the particle resides in a par­

ticular region 
• the variance of the residency time in a par­

ticular region. 
Similar statistics are available for the backward 
process. 

This paper has described a stochastic kinematic 
model that predicts a number of important prop­
erties of the ensemble of trajectories in terms of a 
small number of physically meaningful and exper­
imentally accessible parameters. The preliminary 
finding from the model is that the random tra­
jectories are rich in that many different things are 
likely to happen to an ice particle and that the 
events occur on very different time scales. 

The paper "Sea Ice Motion as a Drunkard's 
Walk," by R. Colony and A.S. Thorndike is being 
prepared and will be submitted to the Journal of 
Geophysical Research. Application of this model 
for describing oil spill trajectories is being spon­
sored by OCSEAP. The work reported here was 
supported by the National Oceanic and At­
mospheric Administration Grant NABO-AA-D-
00015. 
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Internal Wave Forces on Ice Keels in the Marginal Ice Zone: 
Some Preliminary Laboratory Results 

R.D. MUENCH AND L.E. HACHMEISTER 
Science Applications, Inc., 13400B Northrup W'ay, No. 36, Bellevue, Washington 98005 

Forces that exert an influence over the motion 
of sea ice in the marginal ice zones (MIZ's) include 
wind and current drag, surface wave radiation 
stress, and internal ice stress. Internal waves may 
also be present in the density-stratified water that 
underlies the MIZ, typically a region of active ice 
melting; these internal waves can exert forces on 
under-ice features that are of the same magnitudes 
as those due to water drag. A series of laboratory 
experiments has been carried out to investigate the 
internal wave drag on ice features and to estimate 
the conditions under which such forces can be ap­
preciable when compared to other drag forces. Re­
sults obtained using model scaling for the summer 
Beaufort Sea MIZ indicated maximum values for 
internal wave drag of about 30% more than the 
combined skin and form water drag for a single­
keel case and about 80% more for a double-keel 
case. Modeled ice speeds were in the 10-70 cm/s 
range, typical of the MIZ. The observed 
dependence of internal wave drag on keel speed 
and, for the double-keel case, on spacing appears 
to be complex and nonlinear. Because the 
magnitude of the drag relative to the combined 
form and skin drags is appreciable over most of 
the realizable ice speed ranges, such internal wave 
effects need to be considered in modeling ice 
dynamics in the MIZ where the ice overlies density­
stratified water. 

Sea ice moves over the surface of the ocean 
under the influence of both internal stresses in the 
ice and forces exerted by the wind and upper 
layers of the ocean. The ice/ocean coupling af­
fects both the ice motion and the dynamics of the 
upper ocean layers. These coupling mechanisms 
have several forms. In the absence of oceanic 
stratification, drag forces between the ice and the 
water result from a combination of skin friction 
(applied over the entire underside of the ice) and 
form drag exerted by the irregularities (keels) on 
the lower side of the ice cover. In a stratified fluid 
an additional coupling mechanism exists: as 
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demonstrated by Ekman (1904), internal waves 
generated by an irregularity or obstacle can con­
tribute a significant wave-induced resistance to the 
motion. Hachmeister and Rigby (1980) modeled 
this mechanism in a laboratory towing tank and 
detected drag increases, due to interactions be-

- tween a simulated ice keel and first- and second­
mode interfacial drag theory (Wadhams 1983). 
Their work suggested that "wave drag" forces can 
be comparable under certain conditions to the 
frictional drag forces exerted on the ice by winds 
and currents, and can therefore affect the ice 
response to wind forcing. 

While definitive observations of internal waves 
in the MIZ are not available, theoretical con­
siderations and several short data records suggest 
that they may in fact be widespread. Muench et al. 
(1983) have presented a simple theoretical 
development that utilizes wind shear across an ice 
edge to generate internal waves. In the same 
paper, they present field data that suggest that in­
ternal waves of the sort predicted by the theory 
were present in the winter Bering Sea MIZ. 
Although internal waves were detected again in 
the Bering Sea MIZ in February 1983 (unpublished' 
data), the records were too short to allow rigorous 
analyses of the wave fields. Unpublished 1981 
data (J. Newton, Science Applications, Inc., La 
Jolla, Calif.) showed the presence of internal 
waves in the Beaufort Sea MIZ during the summer 
period of high-density stratification. All these 
records were too short and I or crude to allow com­
parison with theory, but they nevertheless revealed 
fluctuations consistent with the presence of inter­
nal waves. 

This paper presents and discusses some 
preliminary results from a series of towing tank 
experiments, and represents an extension of those 
originally reported upon by Hachmeister and 
Rigby (1980). While their results concentrated 
primarily on second-mode interfacial waves, the 
present work addresses problems associated with 
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Fig. 1. Schematic of experimental setup used to observe internal 
wave stress acting on a simulated ice keel. Stratification is ex:' 
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the faster-moving first-mode waves. In addition, it 
has been possible to investigate a wider range of 
stratification conditions than was studied during 
the initial series of experiments, which focused on 
conditions in the central Arctic Ocean rather than 
at the MIZ. A greater recent availability of temper­
ature and salinity-hence, density-data from the 
MIZ has allowed more realistic scaling of the tow­
ing tank parameters. The results presented below 
represent conditions in the summer Beaufort Sea 
MIZ and utilize model parameters scaled to the 
observed summer conditions in the Beaufort Sea. 

The experiments were conducted at Science Ap­
plications, Inc., in Bellevue, Washington, in a 
stratifiable towing tank that is 15 m long, 0.5 m 
wide, and 1 m deep (Figure 1). Density stratifica­
tion was achieved by layering water of varying 
densities (salinities). Froude number scaling was 
used to scale the tank stratifications to correspond 
to summer Beaufort Sea conditions. This 
stratification consisted of a two-layered system 
with a sharp interface separating the upper and 
lower layers (Figure 2). First-mode interfacial 
wave speeds C I were derived from a two-layered 
fluid model given in Turner (1973). The basic 
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equation for the phase speed C I is 

where hI is the upper layer thickness, h2 is the 
lower layer thickness, el is the upper layer density, 
o is the lower layer density, and ~ is the density 
difference between layers. In the shallow-water, 
long-wave case represented by the experimental 
wave tank and in the Beaufort Sea, khl and kh2 
both approach zero, and the above equation 
reduces to 

This last form was then used to compute C I • 

Once the tank was filled and stratified, single 
and double simulated ice keels, with cross-sections 
as shown in Figure 1, were towed lengthwise along 
the tank over the water surface. The keel(s) were 
coupled to a variable-speed towing carriage direct­
ly through a voltage-generating force 
gauge/ dash pot. The voltage from this gauge was 
directly proportional to the force acting on the 
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Fig. 2. Vertical profiles showing (a) the vertical distribution of den­
sity in the summer Beaufort Sea MIZ, and (b) the vertical distri­
bution of density (saliity expressed here as conductivity) used in the 
actual laboratory experiment. 

gauge, so it provided a. measure of the stress being 
exerted on the towed keel(s). During each ex­
perimental tow, internal wave formation was 
monitored in two ways. Dye layers placed along 
the interface between upper and lower water layers 
were photographed using still and movie cameras 
during wave generation and passage. In addition, 
conductivity micro probes were used to monitor 
vertical displacements of the interface during 
passage of internal waves. It was thus possible to 
observe such wave characteristics as the number of 
waves in a given train, wave amplitudes, wave 
length, phase speed, lag of the wave behind the 
keel, and the interactions between waves and the 
second keel (for the double-keel cases). 

The density stratification used for the results 
described below represents summer conditions 
along the Beaufort Sea MIZ. Modeled ice speeds 
for the keels were varied over the 10 to 70 cm/s 
range to simulate typical MIZ speeds. In the 
double-keel cases, spacing between the two keels 
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was varied. Keel spacings in the tank correspond 
. typically to in situ spacings of 200 to 400 m. 

The results of the Beaufort Sea MIZ runs are 
shown on Figures 3 to 5. Several different runs 
were required to arrive at these results. First, a 
series of runs was made for the single-and double­
keel cases at varying tow speeds in unstratified 
conditions to measure the combined form and 
skin friction drag Dj in the absence of wave forces. 
Second, a duplicate series of runs was made for 
the stratified case, which yielded measurements of 
the combined wave drag Dw and form and skin 
friction drag Dj • The wave drag Dw was obtained 
by simply taking the differences between the two 
data sets. 

In the specific case modeled, the model keel 
depth corresponded to a 7-m-deep keel. Speed 
ratios UIC1 , where U was the relative field 
ice/water speed difference and C1 was the com­
puted linear first-mode interfacial internal wave 
speed, were varied from about 0.1 to 1.1. These 
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Fig. 3. Drag (expressed as voltage output from the strain gauge) 
exerted on a single towed keel as a function of nondimensional 
speed V/C,. 

corresponded to field values of U == 10-70 cm/s 
and C, == 70 cm/s. The combined form and skin 
drag D, increased for the freshwater case, as was 
expected, monotonically with increasing speed 
(Figure 3). Introduction of stratification resulted 
in the formation of from 1 to 6 or more first-mode 
interfacial waves, with the number of waves in the 
train depending on the towing speed, and radically 
altered the relation between total drag and towing 
speed. In the stratified case, the total drag Dj + Dw 
increased far more sharply with increasing speed 
than did Dj alone. This rapid increase occurred as 
UIC, approached 0.5, a value corresponding to 
field keel speeds of 30-40 cm/s. As UIC, was in­
creased above about 0.6, i.e. as keel speeds were 
increased above about 40 cm/s, total drag Dj+ Dw 
dropped off sharply as UIC, approached 0.7. At 
this point, Dj + Dw approached Dj. The difference 
between drag for the homogeneous and the 
stratified cases was due to the internal wave drag 
Dw. This wave drag reached a maximum when the 
keel speed was about half the first-mode inter-
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facial wave speed and decreased sharply at speeds 
slower or faster than this value. The maximum ob­
served value of the ratio DwlDj (wave drag to com­
bined form and skin drag) was approximately 1.3. 

A second set of experiments was run using the 
same stratification and keel speeds as above, but 
with a double rather than a single keel. Keel spac­
ing in the experiment was scaled to correspond to 
a field spacing of about 200 m. The results are 
shown in Figure 4, and the single- and double-keel 
results are compared in Figure 5. The effects of 
the internal wave drag Dw were far greater for the 
double keels than for the single keels. The max­
imum observed value of DwlDj for the double-keel 
case, which occurred at UIC, =0.5, was approx­
imately 1.8. Values of both Dj and Dw for the 
double-keel case were highly dependent upon the 
spacing between the two keels. 

The values reported above were derived for 
stratification conditions corresponding to the 
summer Beaufort Sea MIZ. The first-mode inter­
nal interfacial wave speed C" derived from the 
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Table 1. Computed first-mode internal wave speed C, in cm/s for the Ber­
ing and East Greenland Sea cases (from Muench et aI., 1983). 

C 1 (cm/s) 

Ae Ae Ae Ae Ae 
Case h 0.00010 0.00025 0.00050 0.00100 0.00500 

Bering Sea: bottom 25 14 22 30 42 96 
depth - 100 m 50 16 26 36 51 114 

75 15 24 34 48 107 

East Greenland Sea: 25 15 24 35 49 109 
bottom depth > 1000 m 50 22 35 49 69 155 

75 27 42 60 85 189 

Ae is the density difference in q/cmJ across the interface between the upper and lower layers; 
h is the depth of the interface in meters. 

stratification, is a critical parameter in analyzing 
internal wave stresses on ice keels. Therefore, a 
comparison of C, computed for some different 
MIZ regions would give an inqication of how 
widespread the importance of these stresses might 
be. To this end a tabulation of computed C, for 
the Bering and· East Greenland Sea MIZ's is 
reproduced here as Table 1. It is seen that the' 
value C, = 70 cm/s, which was selected as typical 
for the Beaufort Sea case, is also typical of the 
higher stratifications Ae and/or the greater upper­
layer thicknesses h for both the Bering and East 
Greenland Sea cases. There are to date few obser­
vations of the ice speed U relative to the underly­
ing water. It would be expected, however, based 
both upon physical reasoning and the 'available 
observational information, that a range of U 
would be encountered in the MIZ that would en­
compass the values of C, presented in Table 1. 
This is supported by as yet unpublished observa­
tions (R.M. Reynolds, PMEL/NOAA, Seattle, 
Wash.) of relative ice/water motion that were ob­
tained from the Bering Sea MIZ during the winter 
1983 MIZEX West field program there. The most 
commonly observed speeds were in the 10 to 20 
cm/ s range, or well within the range of C, values 
given in Table 1 for the Bering Sea. Physical 
reasoning dictates that, for U I C, interrelations 
such as discussed above, some interactions occur. 
It is hoped that planned rigorous analyses of the 
Bering Sea data will reveal how significant such in­
teractions were in their effects on the ice motion. 
It is anticipated that similar data for U will be ob­
tained during the summer 1984 MIZEX East pro­
gram in the Greenland Sea,' and will be available 
for comparson with the above values for C, or 
with values computed directly from the stratifica­
tion data obtained during the field program. 
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It is obviously of interest to examine the possi­
ble impact of internal wave forces on modeling of 
ice motion in the MIZ. Some useful numbers have 
been provided by Wadhams (1983), who used a 
case study of ice band motion in the Bering Sea by 
Bauer and Martin (1980) to derive relative 
magnitudes of the wind and water drag and wave 
radiation stress acting on ice. He used the force 
balance on a 20-m-diameter ice floe to derive 
values for comparison. Since-the ice was along the 
Bering Sea MIZ it was not heavily ridged; although 
ice in either the East Greenland or Beaufort Sea 
MIZ would be expected to be ridged, the derived 
values are nevertheless instructive. The water drag 
on the floe was computed to be about three times 
the wind drag, and about half the surface wave 
radiation stress (expressed as drag) exerted on the 
floe by a locally wind-driven sea. The internal 
wave force values presented above suggest that in 
some cases these forces could approach those due 
to the surface wave radiation stress. This would be 
in the cases of double keels having critical spacing 
relative to the stratification. Single keels and dou­
ble keels with varying spacing would yield lower 
internal wave forces. In many cases, however, 
these could be of the same order as the wind drag. 

The force vs speed curves presented in Figures 3 
and 4 suggest yet another possibility. The sharp 
rise in internal wave force at UIC, values ap­
proaching 0.5 to 0.6 might cause ice to "pile up" 
behind these waves. At some point the external 
forcing due to winds and surface wave radiation 
stress might become great enough to overcome the 
internal wave forces, at which time the ice would 
rapidly accelerate because its speed would place it 
on that portion of the force vs speed curve where 
internal wave forcing decreases with increasing 
speed. In other words, at some critical value the 



ice becomes decoupled from the internal wave 
field. The result of this would be a grouping of ice 
speeds around U/C! ~ 0.5-0.6. Data from the 
winter 1983 (Bering Sea) and summer 1983 (East 
Greenland Sea) MIZEX field programs should be 
adequate to test this hypothesis. 

The results presented and discussed above are 
preliminary and represent the first of a series of 
several experiments dealing with internal wave/ice 
interactions. The results, taken in conjunction 
with the previous referenced work, suggest that in­
ternal wave interactions will need to be considered 
when modeling ice dynamics in the MIZ under 
highly stratified oceanic conditions. Additional 
experiments will be carried out using conditions 
scaled for the Bering and East Greenland Sea 
MIZ's in addition to the Beaufort. Actual field 
data on water stratification and relative ice/water 
motion for these regions will, where possible, be 
compared. 

This research has been supported in part by the 
Office of Polar Programs, National Science Foun­
dation, under Grant DPP-8208566 and in part by 
the Office of Arctic Programs, Office of Naval 
Research, under Contract NOO014-82-C-0064. 
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Mean Ice Motion in the Arctic Ocean 

R.COLONY 
Polar Science Center, University of Washington, Seattle, Washington 98195 

The observational basis of our understanding of 
sea ice motion comes from the trajectories of par­
ticular ice floes. These floes may have been mark­
ed by a manned research station or, more recently, 
by an automatic data buoy. In this note the mean 
field of motion is estimated from a ~umber of tra­
jectories dating back to 1893. Figure 1 shows most 
of the trajectories used in the analysis. 

The basin is partitioned into a number of boxes. 
At the center of each box the sample mean velocity 
and the variance of the sampling error is obtained 
from the trajectory data. Figure 2 shows these 
statistics. The theory of optimal estimation is then 
used to average the sample means spatially. The 
resulting estimate, shown in Figure 3, is optimal in 
the sense that the variance of the estimation error 
is minimized. 

The estimated mean field is rather different 
from the qualitative description offered by Gor-

dienko. Furthermore it is substantially different 
from various mathematical models of sea ice cir­
culation. The estimate shown here must be regard­
ed with caution in that the analysis has assumed 
certain statistical properties of the spatial struc­
ture of the mean field. However, the estimated 
field is smooth and is fully consistent with the 
sample data. 

A more complete description of the data and 
analysis procedure was presented in "An Esti­
mate of the Mean Field of Arctic Sea ice Motion, " 
by R. Colony and A.S. Thorndike, Eighth Con­
ference on Probability and Statistics in At­
mospheric Sciences, and Third Conference on Ap­
plied Climatology, sponsored by the American 
Meteorological Society, November 16-18, 1983, 
Hot Springs, Arkansas. Tabular data of the mean 
field, spatial gradients, and error estimates will be 
printed in the Arctic Ocean Buoy Program Data 
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Fig. 1a. Trajectories of various research stations (1893-1972) 
(Hastings, 1971). 
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Fig. 1 b. Trajectories of automatic data buoys (1979-1982) 
(Untersteiner and Thorndike, 1982). 
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Fig. 1 c. Trajectories of research stations and automatic 
data buoys during AIDJEX (1975-1976) (Thorndike and Cheung, 
1977). 
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Fig. 2. Sample mean ice motion jor the boxes shown in Figure 1. 
The vector originates jrom the center oj the box and terminates 
with a circle oj radius u. The variance oj the sample error is u2 = 
q ± (0/ ~), where the daily sample error variance is q2 = 50 cm2 S-2, 
the integral time scale is 0 = 5 days and ~ is the number oj days 
the trajectory was inside the box. 

Fig. 3. Field oj interpolated mean ice motion. The vectors originate 
at the center oj the boxes. The interpolated motion in data-sparse 
regions should be regarded with caution. 
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Discussions of Ocean,· Ice, and Atmospheric Modeling 
Subgroups 

At the end of the workshop disciplinary discus­
sions were held on status, approaches, and future 
needs of marginal ice zone modeling. 

The following summaries represent some of the 
main views gained from the ocean, ice, and atmos­
~heric subgroups. The ocean summary was writ-

ten by Paul Budgell, the ice summary by Gary 
May-kut, and the atmospheric summary by Ed An­
dreas. Most of the registrants (see list of attendees) 
contributed to at least one of these disciplinary 
groups. 

OCEAN SUBGROUP DISCUSSIONS 

W.P. BUDGELL 

To date, the MIZ ocean modeling efforts appear 
to be focused on scales of 10 to l00s of kilometers. 
Given this mesoscale f~cus, the ocean group is in­
termediate in length scales between the larger 
atmospheric-forced GeM ice modeling efforts and 
the smaller ice floe distribution studies. Given the 
ice-edge deformation at scales of 10s-20s of kilo­
meters it appears that ocean motion at similar 
length scales may be important. 

Pertinent scientific questions on mesoscale ed­
dies that should be addressed include the topo­
graphic steering and trapping of eddies, formation 
mechanisms, and the nature of the eddy field. Do 
eddies occur as isolated features, in pairs, or as a 
multiple (2-D turbulent)-eddy field? Are the ed­
dies evident in ice edge· deformation, observable 
farther off edge or under ice? Answers to these 
questions can be obtained by sampling the back­
ground field adjacent to eddies as well as the ed­
dies themselves. This background mean flow in­
formation is also necessary input in numerical 
model initialization. 

An additional necessary component of two­
layer model initialization is knowledge of the 
barotropic component of flow. Direct deep meas­
urements in various locations in the East Green­
land current could identify this component. 
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Observational information pertaining to ice 
coupling with ocean models was discussed. 
Among these are ice-water stress, wind stress on 
ice and water, and the ice mass and velocity field. 
The concensus seems to be that multilevel models 
are more appropriate for these problems. 

The following observational parameter needs 
were suggested for a mixed-layer type of model: 

1. Temperature and salinity as functions of depth. 

2. Latent and sensible heat flux available from 
temperature at 10 m. 

3. Sea surface temperature of open water. 

4. Incoming solar and back radiation measure­
ments. 

5. Ice thickness, compactness, snow cover, and 
albedo. 

For mechanistic modeling efforts it seems that 
parameter ranges and means may be more impor­
tant than the actual detailed fields. 

It was agreed that the observationalists can pro­
vide the modelers with valuable input in the form 
of hypotheses to test in the mechanistic models. 



ICE MODELING DISCUSSIONS 

G.MAYKUT 

Problems in modeling ice movement, decay, 
and breakup in the MIZ were discussed. The con­
versations focused on the types of data needed in 
formulating and testing mesoscale ice models. Of 
basic concern in dynamic modeling was the rheo­
logical behavior of the ice. What is an appropriate 
rheological model for the MIZ? Does the rheology 
vary across the region? How is it affected by the 
state (thickness, concentration, etc.) of the ice? 

To answer such questions we need to observe 
the response of the ice to mechanical forcing 
under a range of environmental conditions. The 
data set should include: (1) ice velocity field on a 
variety of scales, both near the edge and in the in­
terior, (2) surface stress obtained from the wind 
field and ice state, (3) water drag and its variations 
across the MIZ, (4) current field below the bound­
ary layer, and (5) ice concentrations and thick­
nesses as a function of time and position. 

While these quantities will be measured during 
MIZEX 84, there was some concern that data on 
floe rotation was being overlooked. Hayley Shen 
pointed out that grain rotations were a significant 
energy sink in models of granular media, and Ian 
Bratchie felt that floe rotation might be a contrib­
uting factor in floe breakup. There was consider­
able discussion regarding what would constitute 
an adequate data set and how it might be ob­
tained. The conclusion was that it would be diffi­
cult to obtain a detailed view of rotation across the 
MIZ in 1984, but that it should still be possible to 
gather some useful information. It was recom­
mended that efforts be made to obtain compass 
readings wherever possible. Such data would pro­
vide information as to whether rotations are ran­
dom or organized on some scale. Sequential aerial 
photography in the vicinity of drifting ships could 
also be used to look at the details of rotation with­
in relatively small regions as a function of com­
pactness and floe size. 

Modeling floe size distribution appears to be a 
particularly difficult problem, as the mechanisms 
that are responsible for floe breakup are not well 
understood, except near the ice edge. We dis­
cussed how these mechanisms might be identified 
more precisely during MIZEX. The best hope is to 
obtain good imagery across the region and then 
correlate temporal changes in floe size with data 
thickness, ice strain, wind and water stress, and 
floe rotation. Ideally the coverage should extend 
from the ice edge into the zone of large floes. 

96 

For modeling the thermodynamics of the sum­
mer MIZ, the most important variables are those 
that affect the absorption and distribution of 
shortwave energy within the system. For the ice 
cover these include ice concentration, thickness, 
surface albedo, and floe size distribution. Short­
wave radiation that enters the ocean through leads 
and areas of thin ice causes melting to occur at 
both the edges and bottoms of floes and appears 
to be a major factor in the decay and retreat of the 
ice cover. However, little is known about the rate 
at which this heat is lost to the ice because the 
transport is complicated by waves, floe move­
ments, mixed layer stratification, tioe breakup, 
mechanical erosion, and lateral advection of ice 
and water across the edge. At this point we know 
so little about these processes that we are uncer­
tain how to treat the interaction of shortwave radi­
ation with the ice and ocean in mesoscale models. 

To address these problems, we need to: (1) iden­
tify the principal mechanisms that transfer heat 
from the water to the ice and determine their rela­
tive magnitudes, (2) monitor how the decay pat­
tern of the ice cover changes with concentration, 
thickness, floe size, dynamic activity, mixed layer 
stability, and so forth, and (3) define how ice de­
cay and heat transfer processes vary across the 
MIZ. Of particular importance in understanding 
the heat and mass balance of the MIZ is data on 
spatial and temporal changes in the state of the ice 
cover, process studies in leads, and ablation data 
not only from the edge but also from the interior. 

In addit~on to ice· concentration, ice thickness 
and floe size distribution emerged as variables al­
most everyone would like to know. It was felt that 
thickness measurements, in particular, had not 
been given sufficient emphasis. Terry Tucker said 
that his group would need another person to ob­
tain adequate ground-based thickness data. It was 
pointed out that" submarine sonar data would (of 
course) be of great value in defining the thickness 
characteristics of the region, especially upstream 
of the region. It was suggested that laser profile 
data might also be helpful for estimating thick­
nesses and floe sizes. 

Finally, it was noted that information on ice 
velocity upstream of the MIZEX experimental area 
would also be quite useful, and it was recommend 
that ARGOS buoys be air-dropped several hundred 
kilometers north of the main experimental region. 



ATMOSPHERIC SUBGROUP DISCUSSIONS 

E.ANDREAS 

Surface fields 
Surface fields of pressure (wind speed, stress), 

temperature, and humidity should be available in 
a timely manner for two reasons: (1) to serve as 
forcing conditions for numerical models, and (2) 
to provide the synoptic background for the MIZEX 
measurements, and thus guide the prioritizing of 
analyses. 

Turbulence measurements in the surface layer 
The sensible and latent heat fluxes should be 

measured in as many locations as possible, but 
especially near the ice edge in open water, where 
the fluxes will likely be largest. The surface stress 
should likewise be measured in many locations. 

The bulk transfer coefficients for momentum, 
heat, and moisture, which are used to model the 
turbulent fluxes, should also be determined for as 
many surfaces as possible. The coefficients must 
then ultimately be related to some surface 
parameter, such as ice concentration, that is readi­
ly modeled. 

Radiation measurements 
The radiation fields, which are the main energy 

inputs to the surface in summer, are seemingly be­
ing overlooked. As a minimum requirement, 
global radiation should be measured on each ship. 
This would require only one radiometer per ship 
and someone to write down data once every hour. 

It would also be relatively easy to make occa­
sional aerial surveys of the global radiation to 
investigate its spatial variability. 

An aircraft would also be an ideal platform 
from which to determine albedo, which is certain­
ly quite variable across the MIZ. Airborne albedo 
measurements can be coupled with simultaneous 
surface photographs or in-situ surface observa­
tions to determine how the albedo depends on ice 
concentration, ice type and thickness, and surface 
conditions (wet or dry). 

Cloud observations 
To be of the most use, the radiation measure­

ments must be complemented with detailed obser­
vations of the clouds. Thus, each ship should have 
a trained meteorological observer responsible for 
making hourly observations of cloud coverage, 
type, and height. 
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There are, of course, more sophisticated ways 
to make cloud observations. Sky cameras with 
timed shutters could be mounted on the ships. 
Radiosonde data should yield cloud heights and 
thicknesses. Or observers on MIZEX aircraft may 
have a better perspective on the clouds than sur­
face observers. 

A key use for the radiation measurements and 
this cloud data would be to check the cloud 
dependence in the radiative flux parameterizations 
used in most models. The cloud observations will 
also aid in identifying the existence of secondary 
atmospheric flow-sometimes recognizable as 
cloud streets. 

Secondary flows, which are often associated 
with the abrupt changes in surface conditions 
found in the MIZ, affect the turbulent exchange in 
the atmospheric boundary layer and, thus, make 
the usual parameterizations of the surface fluxes 
suspect. 

Radiosondes 
Radiosonde soundings from ships working in 

the area will improve the synoptic analysis fields in 
the MIZEX region. 

There are also many characteristics of the MIZ 
that can best be investigated with radiosondes. 
Cloud extents and any frontal structures associ­
ated with the ice edge are good examples. Radio­
sonde data will also facilitate verification of the 
similarity functions describing the vertical 
distributions of velocity and temperature within 
the atmospheric boundary layer. Because these 
were derived for more horizontally homogeneous 
conditions, it is not clear that the same functions 
apply in the MIZ. 

Since the spatial derivative in the along-ice-edge 
direction is often ignored, there should be a two­
dimensional radiosonde array to confirm this 
assumption. A minimum requirement is a line of 
three radiosonde stations across the ice edge: one 
in the ocean, a second at the ice edge within the 
ice, and a third deeper into the ice. The fourth sta­
tion in the array should be at the ice edge along a 
line perpendicular to the across-edge line. Spacing 
between stations should typically be 50 km. 

Because a slight change in wind direction can 
mean the difference between on-ice and off-ice 
winds, the radiosondes should be released simul-



taneously at intervals of no more than 6 hours. 
Any time a ship makes a crossing of the ice edge 
would be an ideal time for a transect of closely 
spaced radiosonde soundings. 

Additional aircraft observations 
The photo mosaics compiled for the Pilot 

Experiment show the potential value of aerial 
photography. From these photos the two-dimen­
sional distribution of the open water fraction 
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should be determined and made available to the 
many who need that information. 

The transects of overlapping photos from the 
Pilot Experiment also suggest the use of stereo­
scopic photography to determine surface rough­
ness. This is a quantity that the atmospheric in­
vestigators, the ice modelers, and the oceanog­
raphers can all use. 

Laser profilometry is another method of obtain­
ing surface roughness. 
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